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Abstract

A new method is presented for selecting a single category or the smallest subset of categories, based on observations from a multinomial data set, where the selection criterion is a minimally required lower probability that (at least) a specific number of future observations will belong to that category or subset of categories. The inferences about the future observations are made using an extension of Coolen and Augustin’s nonparametric predictive inference (NPI) model to a situation with multiple future observations.
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1 Introduction

Selection is a wide-ranging topic in statistics for choosing the optimal member(s) of some group. This group may be, for example, a set of data categories or a range of data sources. With regard to multinomial data, interest may be in choosing the category that has the largest probability of occurrence. Existing methods for this type of selection [2] are all non-predictive, i.e. the selection of the optimal category is based solely on hypothesis testing and does not use any type of predictive inference.

NPI for learning from multinomial data in the absence of prior knowledge has been developed by Coolen and Augustin [1, 6, 7]. The model gives predictive inferences about a single future observation in the form of probability intervals $P = [P_-, P_+]$. Throughout this paper, $P$ denotes interval probability, which we often just call ‘probability’. When an explicitly precise probability is used, it is denoted by $p$. NPI is based on a probability wheel representation of the data, where each category is represented by a segment of the wheel.

Selection methods based on NPI have been developed by Coolen and van der Laan [3] and Coolen and Coolen-Schrijner [4, 5]. These methods use predictive inferences which are based on past observations, and make use of Hill’s assumption $A_n$ [9].

Coolen and van der Laan [3] developed an NPI selection method for real-valued data from $k$ different sources. Their objective was to select the source which would provide the largest next observation. Probabilities were determined for the event that the next observation from one source would exceed the next observation from all other sources. They also considered two ways of selecting a subset of sources: first, they determined the interval probability that some subset would contain the source providing the largest next observation, and second, they found the interval probability that the next observations from every source in some subset would all exceed the next observations from the remaining sources.

Coolen and Coolen-Schrijner [4, 5] developed an NPI selection method for Bernoulli data from $k$ different groups. Their objective was to select the group which would have the highest number of future successes. Here, inferences were made about $m$ future observations rather than just the next observation. Subsets of the groups were also considered [4], and probabilities were presented for the event that some subset contains the group which has the most future successes and for the event that all groups in some subset will have more future successes than every other group.

In this paper, we discuss the use of NPI for selection from a multinomial data set. We consider selection of a single optimal category, and selection of an optimal subset of categories, where we define the optimal subset to be the subset which satisfies the required probability criterion, is of minimal size and has the largest lower probability amongst all subsets of the same size.
2 Predictive category selection

We develop NPI for category selection from a multinomial data set. We have $K$ possible categories, labelled $c_1, ..., c_K$, and our aim is to select the category with the largest probability of occurrence. Suppose that we have a data set consisting of $n$ observations, and let $n_1, ..., n_K$ denote the number of observations in categories $c_1, ..., c_K$ respectively. We consider $m$ future observations, and select a category based on predictive inferences about these $m$ observations. These inferences will be made by using and adapting the general theory of nonparametric predictive inference for multinomial data [1, 6, 7], discussed previously. Let the vector of random quantities $(M_1, ..., M_K)$ denote the number of the $m$ future observations that belong to categories $c_1, ..., c_K$, such that $\sum_{j=1}^{K} M_j = m$.

2.1 One future observation

The simplest case is where $m = 1$, so inference is about one future observation. We may want to select a single category with the largest probability of occurrence. According to the NPI model [7], the lower and upper probabilities that the future observation will belong to category $c_j$ are

$$P(M_j = 1) = \left( \frac{n_j - 1}{n} \right)^+, $$

where $(x)^+$ denotes $\max\{x, 0\}$, and

$$\overline{P}(M_j = 1) = \min\{ \frac{n_j + 1}{n}, 1\}.$$ 

The above formulae are derived through the use of the probability wheel model [6], as illustrated in the example below. We can evaluate these probabilities for each of the possible categories and then select the category with the highest probability.

Example 2.1. Suppose that our possible categories are blue (B), red (R), yellow (Y) and green (G). Our data set consists of 8 observations: 3 B, 2 G, 2 Y and 1 R. We want to select a single category with the highest probability that the next observation will be in that category. First, we find the probability that the next observation will be blue. Let $n_B$ denote the number of B observations in the data set, and let $M_B$ denote the number of future B observations. The minimum number of slices of the wheel that we can assign to B is equal to $n_B - 1 = 3 - 1 = 2$. This leads to the lower probability $P(M_B = 1) = \frac{n_B - 1}{n} = \frac{2}{8}$. 

The maximum number of slices of the wheel that we can assign to B is equal to $n_B + 1 = 3 + 1 = 4$. This leads to the upper probability $\overline{P}(M_B = 1) = \frac{n_B + 1}{n} = \frac{4}{8}$.

We then carry out the same process for the other categories, and we find that $P(M_Y = 1) = P(M_G = 1) = \left[ \frac{1}{2}, \frac{3}{8} \right]$, and $P(M_R = 1) = \left[ 0, \frac{2}{8} \right]$. So we select the blue category.

Theorem 2.1. When $m = 1$, and we want to select a single category with the largest probability of occurrence, it is always optimal to choose the category which has the greatest number of observations in the data set.

Proof. We select the category with the highest probability $P(M_j = 1)$, where $P(M_j = 1) = [\frac{n_j - 1}{n}, \frac{n_j + 1}{n}]$, so it is optimal to select the category with the largest value of $n_j$. $\square$

2.2 Multiple future observations

Whereas Coolen and Augustin [6, 7] only considered one future observation, we now consider inferences about multiple future observations, so $m > 1$. Suppose that our data set is represented on a probability wheel, and the $n$ slices on the wheel are numbered 1 to $n$. Each of our $m$ future observations must fall into one of these $n$ slices. Let the vector $(S_1, ..., S_n)$ denote the number of future observations which fall into slices 1 to $n$, respectively. The total number of different arrangements of these $m$ observations is $\binom{n + m - 1}{m}$ [8], which leads to the precise probability for a particular arrangement

$$P\left( \bigcap_{j=1}^{n} \{ S_j = s_j \} \right) = \binom{n + m - 1}{m}^{-1}$$

where $s_j \geq 0$ and $\sum_{j=1}^{n} s_j = m$.

More generally, the total number of different arrangements of $f$ future observations within a segment made up of $S + 1$ observations is equal to

$$\binom{(S - 1) + f}{f}.$$  

(1)

This is because there are $S - 1$ existing observations within the interior of such a segment, and so we are considering the number of arrangements of $f$ future observations amongst a total of $(S - 1) + f$ observations.

Consider the general case where $m$ may take any value. We want to find the probability that a certain proportion of these $m$ future observations is in some category $c_j$. We may wish to specify a particular number of observations, in which case the event of interest will be $M_j = m_j$ for some $m_j \leq m$. We may also wish to specify a threshold for $M_j$, corresponding to the event $M_j \geq m_j$ for some $m_j \leq m$. 


2.2.1 Deriving $P(M_j = m_j)$

We can use NPI to find the probabilities that precisely $m_j$ of the $m$ future observations will belong to category $c_j$. The bounds derived here are the most conservative bounds achievable within the NPI framework, due to the way in which the slices of the wheel are assigned to categories. This is explained below. The diagram illustrates the relevant segments of the wheel.

\[
\begin{array}{c}
A \\
1 \ c_j \ \ldots \ \ldots \ c_j \ 2 \\
B
\end{array}
\]

It is assumed throughout this section that $1 < n_j < n - 1$. In the case $n_j \leq 1$, we are not forced to assign any slices of the wheel to $c_j$, leading to $P(M_j = m_j) = 0$.

The shaded segment $A$ represents all slices which must be assigned to $c_j$. There are $n_j - 1$ such slices. By (1), the number of different arrangements of $m_j$ future observations within this segment is \( \binom{n_j - 2 + m_j}{m_j} \).

The shaded segment $B$ represents all slices which must be assigned to a category other than $c_j$. There are $n - n_j - 1$ such slices. By (1), the number of different arrangements of $m - m_j$ future observations within this segment is \( \binom{n - n_j - 2 + (m - m_j)}{m - m_j} \).

Multiplying these two binomial coefficients gives us the minimum number of arrangements in which $m_j$ future observations are in $c_j$, showing that the lower probability is equal to

\[
P(M_j = m_j) = \binom{n - m - 1}{m}^{-1} \binom{n_j - 2 + m_j}{m_j} \times \binom{n - n_j - 2 + (m - m_j)}{m - m_j}. \tag{2}
\]

This general formula is applicable to any positive integers $m$ and $m_j$ such that $m_j \leq m$.

We can also find the equivalent upper probability. We now want to maximise the number of arrangements of the $m$ future observations in which $m_j$ future observations are in $c_j$. There are $n_j + 1$ slices of the wheel which we can allocate to category $c_j$, including two slices which we may or may not assign to $c_j$, which we will term ‘optional slices’ (labelled 1 and 2 in the diagram above).

As in the case of lower probability, we count all arrangements where $m_j$ observations fall in segment $A$ and $m - m_j$ observations fall in segment $B$. We showed previously that there are \( \binom{n_j - 2 + m_j}{m_j} \binom{n - n_j - 2 + (m - m_j)}{m - m_j} \) such arrangements. However, we now also consider the two optional slices on the wheel. Any observations which fall in one of the optional slices may be counted either as belonging to $c_j$ or as not belonging to $c_j$. This means that to find the upper probability we need to count any arrangement with one or more observations in the optional slices.

Let $T$ denote the total number of future observations in the optional slices, where $T$ ranges from 1 to $m$. For $T = 1$, there are two possible arrangements, as the observation could fall either in slice 1 or in slice 2. By similar reasoning, for $T = 2$, there are three possible arrangements. In general, there are $T + 1$ possible arrangements for each value of $T$.

However, there are a number of different orderings that give $T$ observations in the optional slices. Let $X$ be a non-negative integer such that $X \leq m_j$ and $T - X \leq m - m_j$. Then, we may have $m_j - X$ observations in segment $A$, $(m - m_j) - (T - X)$ observations in segment $B$, and $T$ observations in the optional slices, where $X$ ranges from $T - (m - m_j)$ to $m_j$.

Therefore, the total number of arrangements with one or more observations in the optional slices is equal to

\[
\sum_{T=1}^{m} \sum_{X=T-(m-m_j)}^{\min(m_j,T)} (T+1) \binom{n_j - 2 + (m_j - X)}{m_j - X} \times \binom{n - n_j - 2 + (m - m_j) - (T - X)}{m - m_j - (T - X)}. \tag{3}
\]

This enables us to find the maximum number of different arrangements of the $m$ future observations in which $m_j$ observations are in $c_j$, leading to the upper probability

\[
P(M_j = m_j) = \binom{n + m - 1}{m}^{-1} \binom{n_j - 2 + m_j}{m_j} \times \left( n - n_j - 2 + (m - m_j) \right) \left( m - m_j \right) + \sum_{T=1}^{m} \sum_{X=T-(m-m_j)}^{\min(m_j,T)} (T+1) \binom{n_j - 2 + (m_j - X)}{m_j - X} \times \left( n - n_j - 2 + (m - m_j) - (T - X) \right) \times \left( m - m_j - (T - X) \right). \tag{3}
\]
Again, this formula holds for any positive integers \(m\) and \(m_j\) such that \(m_j \leq m\). As before, it is assumed here that \(n_j \geq 2\). An unobserved category can be assigned at most one slice of the wheel, leading to 

\[
P(M_j = m_j) = \binom{n + m - 1}{m}^{-1} \binom{n - n_j - 2 + m - m_j}{m - m_j}.
\]

In the case \(n_j = 1\), the formula reduces to

\[
P(M_j = m_j) = \left(\frac{n + m - 1}{m}\right)^{-1} \binom{n - n_j - 2 + m - m_j}{m - m_j}.
\]

We want to make inferences about 3 future observations. For general \(m, n\), it is of interest to investigate which value of \(n_j\) will maximise the lower probability \(P(M_j = m_j)\). We will henceforth call this value \(n_j^*\). Plotting \(P(M_j = m_j)\) against values of \(n_j\) ranging from 1 to \(n\) shows the graph to be monomodal with a smooth line of best fit. Intuitively, we expect that the peak will occur near to \(n_j = \frac{nm_j}{m}\), because it seems natural that the proportion of the future observations which are in \(c_j\) should be similar to the proportion of the data observations that are in \(c_j\). We will now formally assess which value of \(n_j\) gives the maximal lower probability.

**Theorem 2.3.** For general \(m\), the value of \(n_j\), which will maximise \(P(M_j = m_j)\), is the integer which lies in the interval \([1 + \frac{m}{m} (n - 3), 2 + \frac{m}{m} (n - 3)]\).

**Proof.** The proof follows from considering the two ratios

\[
\frac{P(M_j = m_j | n_j)}{P(M_j = m_j | n_j + 1)}
\]

and

\[
\frac{P(M_j = m_j | n_j)}{P(M_j = m_j | n_j - 1)}.
\]

To see whether this result corresponds to our initial prediction, we check whether \(\frac{nm_j}{m}\) lies in this interval, as shown below.

\[
1 + \frac{m_j}{m} (n - 3) \leq \frac{nm_j}{m} \iff m_j \geq \frac{1}{3} m
\]

\[
\frac{nm_j}{m} \leq 1 + \frac{m_j}{m} (n - 3) \iff m_j \leq \frac{2}{3} m
\]

We see that if \(\frac{1}{3} m \leq m_j \leq \frac{2}{3} m\), then \(\frac{nm_j}{m}\) will indeed be within the interval. We can also show that if \(m_j < \frac{1}{3} m\), then \(\frac{nm_j}{m} + 1\) is within the interval, meaning that \(\frac{nm_j}{m}\) is just to the left of the interval. Similarly, if \(m_j > \frac{2}{3} m\), then \(\frac{nm_j}{m} - 1\) is within the interval, meaning that \(\frac{nm_j}{m}\) is just to the right of the interval. So in all cases, the optimal value \(n_j^*\) is close to \(\frac{nm_j}{m}\), as intuitively expected.
Corollary 2.1. For general \( m \), when selecting a category which maximises \( P(M_j = m_j) \), the optimal category is selected as follows:

1. If there exists \( c_j \) such that \( n_j \in [1 + \frac{m_j}{m}(n-3), 2 + \frac{m_j}{m}(n-3)] \), then this category is optimal.

2. If there is no \( c_j \) such that \( n_j \in [1 + \frac{m_j}{m}(n-3), 2 + \frac{m_j}{m}(n-3)] \), then find the value of \( n_j \) which is closest to the interval on each side. Compare the values of \( P(M_j = m_j) \) for the two corresponding categories. The category which gives the largest lower probability is optimal.

We also notice that if we have a lot of observations and if both \( m_j \) and \( m \) are very large, then \( \frac{m_j}{m} \) will tend to some limit \( l \) and therefore the interval \( [1 + \frac{m_j}{m}(n-3), 2 + \frac{m_j}{m}(n-3)] \) will shrink to the point value \( nl \). This means that the optimal value of the ratio will tend to the same limit \( l \), as is to be expected.

Example 2.3. Suppose we have a categorical data set consisting of 100 observations. There are 4 possible categories: blue (B), red (R), yellow (Y) and green (G). We have observed 20 B, 25 R, 28 Y and 27 G. We are making inferences about the next 50 observations, and we wish to select the category that maximises the lower probability \( P(M_j = 11) \).

The plot of \( P(M_j = 11) \) against all possible values of \( n_j \) is shown below. From this graph, we expect that \( n_j \) will be between 20 and 25, as this is where the peak occurs.

![Plot of P(M_j = 11) vs n_j](image)

By Theorem 2.3, the optimal value \( n_j^* \) lies in the interval \( [1 + \frac{11}{11}(97), 2 + \frac{11}{11}(97)] = [22.34, 23.34] \), so the ideal choice of \( n_j \) would be \( n_j = 23 \). However, there is no \( c_2 \) in the data set with this value of \( n_j \), and so by Corollary 2.1 we must look at either side of the interval.

To the left of the interval, we have \( n_j = 20 \) corresponding to the blue category. By (2), the relevant lower probability here is \( P(M_B = 11) = 0.0443 \).

To the right of the interval, we have \( n_j = 25 \) corresponding to the red category. The lower probability here is \( P(M_R = 11) = 0.0462 \). As the second probability is largest, we see that \( n_j = 25 \) is the optimal choice, and so we select red as our optimal category.

2.2.2 Deriving \( P(M_j \geq m_j) \)

The other event of interest here is that at least \( m_j \) of the \( m \) future observations will belong to category \( c_j \). For the lower probability, we again count the minimum number of relevant arrangements of the future observations. However, we are now interested in all arrangements which have \( R \) future observations which fall in the shaded segment \( A \), where \( m_j \leq R \leq m \). We consider each possible value of \( R \) separately in order to avoid counting any arrangements more than once. For a given value of \( R \), there are \( \binom{n_j - 2 + R}{R} \) different arrangements within this segment. We must also consider the remaining \( m - R \) observations. Contrary to our lower probability formula above (2), arrangements with one or more observations in an optional slice will now be counted. We did not count these when finding the lower probability \( P(M_j = m_j) \), because for example an arrangement with \( m_j \) observations in segment \( A \) and 1 in an optional slice could be allocated to the event \( M_j = m_j + 1 \) when deriving \( P(M_j = m_j) \). However, such arrangements are now relevant because we are simultaneously considering all events \( M_j \in \{m_j, m_j + 1, ..., m\} \).

By (1), the number of different arrangements of \( m - R \) future observations within the shaded segment \( B \) plus the two optional slices is equal to \( \binom{n_j - 2 + R}{m - R} \).

Multiplying the two binomial coefficients above leads to the minimum number of arrangements in which \( R \) future observations are in \( c_j \). We now sum over \( R \) from \( m_j \) to \( m \), which gives the lower probability

\[
P(M_j \geq m_j) = \left( \binom{n + m - 1}{m} \right)^{-1} \sum_{R=m_j}^{m} \binom{n_j - 2 + R}{R} \times \binom{n - n_j + (m - R)}{m - R}.
\]

(4)
It is assumed here that \( n_j \geq 2 \), because otherwise the lower probability will be zero. We also assume \( m_j > 0 \).

To find the corresponding upper probability, we have to maximise the number of arrangements which have at least \( m_j \) of the \( m \) future observations in category \( c_j \). We still need to count all the arrangements described above, so all of the \( \binom{n_j - 2 + R}{R} \binom{n - n_j + (m - R)}{m - R} \) arrangements will be included in our total, where \( m_j \leq R \leq m \). However, we also want to include any arrangements where there are fewer than \( m_j \) observations in segment \( A \) but where observations in the optional slices can be counted as belonging to \( c_j \).

Suppose we have \( Y \) observations in segment \( A \), where \( 0 \leq Y \leq m_j - 1 \). We need to count any arrangement which has \( m_j - Y \) or more observations in an optional slice. Let \( T \) denote the total number of future observations in the optional slices. \( T \) may range from \( m_j - Y \) to \( m - Y \) for a given value of \( Y \). As explained above, there are \( T + 1 \) possible arrangements of these \( m_j \) observations for each value of \( Y \). Therefore, by (1), the number of different arrangements is equal to

\[
\sum_{Y=0}^{m_j-1} \sum_{T=m_j-Y}^{m-Y} (T+1) \binom{n_j - 2 + Y}{Y} \left(\binom{n - n_j + (m - Y - T)}{m - Y - T}\right).
\]

Summing together both of the above numbers gives the total number of relevant arrangements, leading to the upper probability

\[
\mathcal{P}(M_j \geq m_j) = \binom{n + m - 1}{m}^{-1} \sum_{R=m_j}^{m} \binom{n_j - 2 + R}{R} \left(\binom{n - n_j + (m - R)}{m - R}\right) \times \left(\binom{n - n_j - 2 + (m - Y - T)}{m - Y - T}\right).
\]

As before, we assume \( n_j \geq 2 \) and \( m_j > 0 \). In the cases \( n_j = 1 \) and \( n_j = 0 \), the formula reduces to

\[
\mathcal{P}(M_j \geq m_j) = \binom{n + m - 1}{m}^{-1} \sum_{T=m_j}^{m} (T+1) \left(\binom{n - n_j - 2 + (m - T)}{m - T}\right).
\]

and

\[
\mathcal{P}(M_j \geq m_j) = \left(\frac{n + m - 1}{m}\right)^{-1} \sum_{T=m_j}^{m} \binom{n_j - 2 + R}{R} \left(\binom{n - n_j + (m - R)}{m - R}\right) \times \left(\binom{n - n_j - 2 + (m - Y - T)}{m - Y - T}\right).
\]

respectively.

These formulae can be used in a number of different ways. For example, suppose we wanted to select a category for which there was at least a 75\% lower probability that two or more of the future observations would be in that category. We would use the above formulae to find all \( c_j \) such that \( \mathcal{P}(m_j \geq 2) \geq 0.75 \). Alternatively, suppose we wanted to select the category which was most likely to contain 10\% or more of the future observations. We would evaluate \( P(m_j \geq \frac{m n}{3}) \) for each of the possible categories, and then select the category according to these values.

This method of selection is illustrated in the example below.

**Example 2.4.** Consider Example 2.2, where our possible categories are blue \((B)\), red \((R)\), yellow \((Y)\) and green \((G)\) and our data set consists of 5 observations as shown on the probability wheel in Example 2.2.

We are making inferences about 3 future observations, and we want to select the category with the highest probability of containing at least one third of the future observations. To find the lower probability of the event \( M_j \geq \frac{m n}{3} \), we use (4) with \( m_j = 1 \). We first consider the blue category. Using the values \( n = 5 \), \( m = 3 \) and \( n_j = 2 \), we find that

\[
\mathcal{P}(M_B \geq 1) = \frac{1}{35} \left[ \binom{5}{2} + \binom{4}{1} + \binom{3}{0} \right] = \frac{15}{35}.
\]

To find the upper probability, we use (5) with \( m_j = 1 \). For blue, this gives

\[
\mathcal{P}(M_B \geq 1) = \frac{1}{35} \left[ 15 + \sum_{T=1}^{3} (T+1) \binom{0}{0} (4 - T) \binom{3}{T} \right]
\]

\[
= \frac{1}{35} \left[ 15 + 2 \binom{3}{2} + 3 \binom{2}{1} + 4 \binom{1}{0} \right] = \frac{31}{35}.
\]

So we see that \( P(M_B \geq 1) = [\frac{15}{35}, \frac{31}{35}] \). We investigate the three remaining categories in the same way, and we find that \( P(M_j \geq 1) = [0, \frac{25}{35}] \) for all three categories. So the category we select here is blue.
3 Predictive subset selection

We now consider the use of predictive methods to select a subset of categories, rather than a single category, from a multinomial data set. As before, we have $K$ possible categories, and we have a data set consisting of $n$ observations where $n_1, \ldots, n_K$ denote the number of times we have observed categories $c_1, \ldots, c_K$ respectively. Recall that $k$ represents the total number of categories that have been observed. We will select our subset based on inferences about $m$ future observations. Our inferences use the general theory of nonparametric predictive inference [7].

3.1 One future observation

In this case, our aim will be to select a subset in order to maximise the NPI lower probability that the next observation, $Y_{n+1}$, belongs to a category within that subset.

Let $S$ denote our selected subset of categories. Let $OS$ denote the index set for already-observed categories in $S$, and let $US$ denote the index set for unobserved categories in $S$. The sizes of these sets are denoted $r$ and $l$ respectively. Then, according to the NPI model [7], the formula for the lower probability $P(Y_{n+1} \in S)$ is

$$P(Y_{n+1} \in S) = \sum_{j \in OS} \frac{n_j - 1}{n} + \frac{(2r + l - K)^+}{n}$$  \hspace{1cm} (6)

and the formula for the upper probability $\overline{P}(Y_{n+1} \in S)$ is

$$\overline{P}(Y_{n+1} \in S) = \sum_{j \in OS} \frac{n_j - 1}{n} + \frac{\min\{2r + l, k\}}{n}.$$  \hspace{1cm} (7)

Our objective is to find some $S$ such that

$$P(Y_{n+1} \in S) \geq p^*$$

for some specified threshold probability $p^*$. We also want $S$ to be of minimal size. If several such subsets exist, we select the one with maximum lower probability.

Example 3.1. Consider Example 2.1, where our possible categories are blue (B), red (R), yellow (Y) and green (G), and our data set consists of 8 observations including 3 B, 2 G, 2 Y and 1 R. Now, we want to find a subset of categories $S$ of minimal size which satisfies the criterion $P(Y_{n+1} \in S) \geq \frac{3}{8}$. As shown in Example 2.1, B is the optimal choice when we are selecting a single category, and $P(m_B = 1) = \frac{3}{8}$. So a subset of size 1 will not satisfy our requirements.

We instead look for a subset of size 2. Consider the subset $S = \{B, G\}$. Here, $r = 2$ and $l = 0$. The formula (6) gives

$$P(Y_{n+1} \in \{B, G\}) = \frac{3 - 1}{8} + \frac{2 - 1}{8} + (4 - 4) = \frac{3}{8},$$

This satisfies the selection criterion. Applying the same formula to other possible subsets of size 2 shows that $\frac{3}{8}$ is the highest lower probability that we can achieve with a subset of size 2. So the subset we select is $S = \{B, G\}$.

Theorem 3.1. When $m = 1$, and we want to select a subset of categories according to our aforementioned definition of the optimal subset, it is always optimal to add categories to the subset in decreasing order of number of observations in the data set.

Proof. We select a subset according to which gives the highest lower probability $P(Y_{n+1} \in S)$. The addition of an already-observed category to $S$ will add $\frac{n_j - 1}{n}$ to the first term in the lower probability formula and will add 2 to the second term. The addition of an unobserved category to $S$ will add 0 to the first term and 1 to the second term. So we should always add observed categories before unobserved categories. Furthermore, the observed categories which will give the largest increase to the lower probability when added to $S$ are those with the largest values of $n_j$. So it is always optimal to include categories in $S$ in decreasing order of $n_j$, ie. in decreasing order of the number of observations. \hfill $\Box$

3.2 $m$ future observations

We now consider inferences about multiple future observations. This requires some new notation: let $M_S$ represent the number of future observations that are in $S$. In terms of the probability wheel, the event $M_S = m_s$ means that precisely $m_s$ future observations fall in a slice allocated to $S$. Based on the NPI model [7], there are

$$L = \sum_{j \in OS} (n_j - 1) + (2r + l - K)^+ \hspace{1cm} (8)$$

slices of the wheel which must be assigned to a category in $S$.

In this section, we will consider the general case where $m$ may take any value. We will focus on the event that $M_S$ reaches a certain threshold value, ie. the event $M_s \geq m_s$, because for selection purposes, this is a more natural and useful event to consider than the event that $M_S$ takes one specific value. As before, we derive the most conservative bounds possible within the NPI framework.
First we consider the lower probability. We need to find the minimum number of arrangements of the \( m \) future observations such that at least \( m_S \) are in the subset \( S \). This involves counting all arrangements such that \( R \) observations fall in a slice which must be assigned to \( S \), where \( m_S \leq R \leq m \). It is important that we do not count any arrangement multiple times, and so we consider each value of \( R \) separately and then sum over \( R \) to avoid this.

There are \( L \) slices which must be assigned to \( S \), so for a certain value of \( R \), there are \( \binom{L-1+R}{R} \) arrangements of the \( R \) observations within the slices which must be assigned to \( S \).

We must also account for the other \( m - R \) observations. The remainder of the wheel consists of \( n - L \) slices, and by (1) there are \( \binom{n-L-1+(m-R)}{m-R} \) different arrangements of the \( m - R \) observations within these slices.

Multiplying the above binomial coefficients tells us the minimum number of arrangements for which \( M_S = R \). We can now sum over all relevant values of \( R \), leading to the lower probability

\[
P(M_S \geq m_s) = \binom{n+m-1}{m}^{-1} \sum_{R=m_S}^{m} \binom{L-1+R}{R} \times \binom{n-L-1+(m-R)}{m-R}.
\]

We assume \( 0 < L < n \), because \( L = 0 \) leads to lower probability zero. We also assume \( m_s > 0 \).

Now we consider the upper probability, which means we need to maximise the number of arrangements which have at least \( m_S \) of the \( m \) future observations in the subset \( S \). We must still count all of the arrangements described above, i.e. those where at least \( m_S \) of the future observations are in a slice which must be assigned to \( S \). As explained above, there are a total of \( \binom{L-1+R}{R} \binom{n-L-1+(m-R)}{m-R} \) arrangements such as this.

However, there are other arrangements which must now be included. We can now make use of the optional slices, i.e. those slices which we can choose to assign either to \( S \) or to its complement. By considering the difference between the lower and upper probabilities given by the NPI model [7], we see that there are

\[
Q = \min\{2r + l, k\} - (2r + l - K)^+.
\]

optional slices. If we have fewer than \( m_S \) observations in slices which must be assigned to \( S \), but we have observations which fall in the \( Q \) optional slices, then we can count these observations as belonging to \( S \).

Suppose we have \( Y \) observations which fall in a slice that must be assigned to the subset \( S \), where \( 0 \leq Y \leq m_S - 1 \). Any arrangement which has \( m_S - Y \) or more observations in one of the optional slices must be counted when calculating the upper probability. Let \( T \) denote the total number of future observations in the optional slices. \( T \) can take values from \( m_S - Y \) to \( m - Y \) for a particular value of \( Y \). For a certain \( Y \), there are \( \binom{L-1+Y}{Y} \) different arrangements of the \( Y \) observations within the slices which must be assigned to \( S \). Also, there are \( \binom{Q^{-1}+T}{T} \) different arrangements of the \( T \) observations within the optional slices. Finally, there are \( \binom{n-L^{-1}+(m-Y^{-1}T)}{m-Y^{-T}} \) different arrangements of the other observations within the remaining slices of the wheel.

Combining these three binomial coefficients gives us the following upper probability:

\[
P(M_S \geq m_S) = \left( \binom{n+m-1}{m} \right)^{-1} \left[ \sum_{R=m_S}^{m} \binom{L-1+R}{R} \times \binom{n-L-1+(m-R)}{m-R} \right.\]

\[
+ \sum_{Y=0}^{m_S-1} \sum_{T=m_S-Y}^{m-Y} \left( \binom{L-1+Y}{Y} \binom{Q-1+T}{T} \times \binom{n-L-Q-1+(m-Y^{-T})}{m-Y^{-T}} \right).
\]

We assume 0 < \( L < n \), because \( L = 0 \) leads to lower probability zero. We also assume \( m_s > 0 \).

Now we consider the upper probability, which means we need to maximise the number of arrangements which have at least \( m_S \) of the \( m \) future observations in the subset \( S \). We must still count all of the arrangements described above, i.e. those where at least \( m_S \) of the future observations are in a slice which must be assigned to \( S \). As explained above, there are a total of \( \binom{L-1+R}{R} \binom{n-L-1+(m-R)}{m-R} \) arrangements such as this.

However, there are other arrangements which must now be included. We can now make use of the optional slices, i.e. those slices which we can choose to assign either to \( S \) or to its complement. By considering the difference between the lower and upper probabilities given by the NPI model [7], we see that there are

\[
Q = \min\{2r + l, k\} - (2r + l - K)^+.
\]
We use inferences about three future observations, and we want to find the lower probability that at least one of these is in the subset \( S = \{B, G\} \). To find the lower probability of this event, we use (9) with \( m_S = 1 \). We find that
\[
L = \sum_{j \in \text{OS}} \binom{n - 1}{n} (2 r + l - K)^{+} = 1
\]
and
\[
Q = \min\{2r + l, k\} - (2r + l - K)^{+} = 4
\]
for this example, and we also know that \( n = 5 \) and \( m = 3 \). Using these values we find that
\[
P(M_S \geq 1) = \frac{1}{35} \left( \binom{1}{1} \binom{5}{2} + \binom{2}{2} \binom{4}{1} + \binom{3}{3} \binom{3}{0} \right) = \frac{5}{35}.
\]
When finding the upper probability, we observe that \( L + Q = n \), and this leads to \( P(M_S \geq 1) = 1 \) because we may assign every slice on the wheel to \( S \).

Now suppose that we want to find the probability that at least two of the three future observations are in \( S \). We now apply (9) with \( m_S = 2 \), and we find that
\[
P(M_S \geq 2) = \frac{1}{35} \left( \binom{2}{2} \binom{4}{1} + \binom{3}{3} \binom{3}{0} \right) = \frac{5}{35}.
\]
As before, every slice on the wheel can be assigned to \( S \), and so \( P(M_S \geq 2) = 1 \).

So we see that \( P(M_S \geq 1) = \left[ \frac{5}{35}, 1 \right] \) and \( P(M_S \geq 2) = \left[ \frac{5}{35}, 1 \right] \).

**Theorem 3.2.** For general \( m \), when selecting an optimal subset of categories (see Introduction for our optimality criteria), categories should always be added to the subset in decreasing order of number of observations in the data set.

**Proof.** Our aim is to select the subset which has the highest lower probability \( P(M_S \geq m_s) \) for some given value \( m_s \). \( L \) is the only variable in this formula which changes according to which categories are included in \( S \). We therefore wish to determine the behaviour of \( P(M_S \geq m_s) \) as \( L \) increases. To do this, we will consider two consecutive values of \( L \). Consider the ratio
\[
\frac{P(M_S \geq m_s|L)}{P(M_S \geq m_s|L + 1)}.
\]
If \( P(M_S \geq m_s) \) were increasing in \( L \), we would expect this ratio to be always less than 1. Now consider the term within the summation in the formula for this lower probability. If
\[
\frac{(L-1+R)}{R} \frac{(n-L-1+(m-R))}{m-R} \frac{(L+R)}{R} \frac{(n-L+(m-R))}{m-R}
\]
is less than 1 for every possible value of \( R \), then (11) must always be less than 1. Using the identities of the binomial coefficients, we can rewrite (12) as
\[
\frac{L(n-L)}{(L+R)(n-L+m-R)}.
\]
Then, \( L(n-L) < (L+R)(n-L+m-R) \Leftrightarrow 0 < (L+R)(m-R) + R(n-L) \). The term \( (L+R) \) is clearly always positive, \( (m-R) \) must always be positive regardless of the value of \( R \) since \( m \) is the maximum value of \( R \), and \( (n-L) \) must always be positive since \( L \) will always be less than \( n \). Therefore \( P(M_S \geq m_s) \) is increasing in \( L \), and our initial aim translates to making \( L \) as large as possible.

We now consider how the composition of the subset \( S \) affects the value of \( L \). By (8), the inclusion of an unobserved category in \( S \) will add 0 to the first term in \( L \) and 1 to the second term in \( L \). The inclusion of an observed category in \( S \) will add \( \frac{2r-1}{n} \) to the first term in \( L \) and 2 to the second term in \( L \). So we see that it is always optimal to include observed categories in \( S \) before unobserved ones. Additionally, we see that the observed categories which will increase \( L \) by the greatest amount are those with the largest values of \( n_j \). It is therefore always optimal to add categories to \( S \) in decreasing order of \( n_j \).

The following example illustrates how Theorem 3.2 can be implemented when selecting subsets.

**Example 3.3.** Suppose that we have 8 possible categories, which we label \( A \) to \( H \). We have made 100 observations. The table below shows how many of these observations were in each category.

<table>
<thead>
<tr>
<th>Category</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>25</td>
<td>20</td>
<td>18</td>
<td>13</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>0</td>
</tr>
</tbody>
</table>

We want to investigate subsets of these 8 categories, and we will do this by making inferences about 2 future observations. There are two events of interest here: first, the event that at least one of the two future observations is in some subset \( S \), and second, the event that both of the two future observations are in \( S \).

Consider an increasing sequence of subsets \( S_1, \ldots, S_8 \), where we begin with a subset of size 1 and add one category at a time. By Theorem 3.2, we know that the categories will be added in decreasing order of number of observations. The table below shows the composition of each of the subsets.
Using (9) and (10) with \( m_S = 1 \), we can find the lower and upper probabilities that at least one of the two future observations will be in \( S_i \) for \( i = 1, \ldots, 8 \). Similarly, we can use (9) and (10) with \( m_S = 2 \) to find the lower and upper probabilities that both of the two future observations will be in \( S_i \) for \( i = 1, \ldots, 8 \). The above table shows these probabilities.

Suppose that we want to select a subset of minimal size such that there is at least a 50% lower probability that one or more of the future observations will belong to a category in that subset. Looking at the above table of probabilities for the event \( (M_S \geq 1) \), we see that the first row which satisfies \( P(M_S \geq 1) \geq 0.5 \) is the row corresponding to \( i = 2 \). We therefore select the subset \( S_2 = \{A, B\} \).

However, now suppose that we want to select the smallest possible subset of categories such that there is at least a 50% lower probability that both of the future observations will belong to a category in that subset. We will now need to select a larger subset in order to achieve the minimally required probability. Looking at the above table for the event \( (M_S \geq 2) \), we see that the first row which satisfies \( P(M_S \geq 2) \geq 0.5 \) is the row corresponding to \( i = 4 \). We therefore select the subset \( S_4 = \{A, B, C, D\} \).
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