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Abstract
A credal network associates a directed acyclic graph with a collection of sets of probability measures. Usually these probability measures are specified through several tables containing probability values. Here we examine the complexity of inference in Boolean credal networks when probability measures are specified through formal languages, by extending a framework we have recently proposed for Bayesian networks. We show that sub-Boolean and relational logics lead to interesting complexity results. In short, we explore the relationship between language and complexity in credal networks.
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1 Introduction
A credal network represents a set of probability distributions through a directed acyclic graph and an associated set of “local” credal sets \[ P(A) \geq 1/2, \] or perhaps interval-valued assessments such as \[ P(A) \in [3/5, 7/10] \]; of course, one may have a specification language with propositions and Boolean operators, or even relations and quantifiers.

In this paper we study properties of credal networks as parameterized by specification languages. We look at the balance of expressivity for specification languages and the complexity of inferences. We concentrate on Boolean variables, and focus on a particular semantics for credal networks (the semantics of “strong extensions”). To investigate the interplay between expressivity and complexity, we extend a framework we have recently developed to study the complexity of Bayesian networks \[ 9 \].

We start with some necessary background in Section 2. We discuss our framework in Section 3, in particular looking at propositional languages. Sections 4 and 5 examine relational languages.

2 Credal networks and their strong extensions
In this paper every possibility space \( \Omega \) is finite; a random variable is simply a function from \( \Omega \) into the reals, and we consider only random variables taking on two values, 1 (meaning “true”) and 0 (meaning “false”). A set of probability measures is called a credal set \[ 18 \]. We abuse language by referring to sets of probability distributions, and also to sets of probability mass functions, as credal sets. A set of distributions for a variable \( X \) is denoted by \( \mathbb{K}(X) \). Given a credal set, for any event \( A \) we have its lower and upper probabilities, denoted by \( P(A) \) and \( \overline{P}(A) \) respectively: \( P(A) = \inf P(A) \) and \( \overline{P}(A) = \sup P(A) \).

In this paper we consider sets of conditional distributions \( \mathbb{K}(X|Y) \) for each possible value of \( Y \). The sets \( \mathbb{K}(X|Y) \) are specified through formal languages, by extending a framework we have recently developed to study the complexity of Bayesian networks \[ 9 \].

For events \( A \) and \( B \), we define lower and upper conditional probabilities: \( \underline{P}(A|B) = \inf_{P(B)>0} P(A|B) \) and \( \overline{P}(A|B) = \sup_{P(B)>0} P(A|B) \).
Given some marginal and conditional credal sets, an extension of these sets is a joint credal set with the given marginal and conditional credal sets.

A credal network consists of a directed acyclic graph where each node is a random variable $X_i$, together with a set of constraints on probability values. The graph is assumed to encode independence relations amongst variables, and the constraints convey the probabilistic assessments. The independence relations are given by a Markov condition, soon to be explained. Such a structure is useful as a representation for beliefs, opinions, and statistical summaries that may be available when modeling a particular problem. For instance, suppose we have five variables, representing say economic indicators:

```
X1 -- X2 -- X3
  |      |
  X4    X5
```

Here we have that $X_1$ and $X_2$ are parents of $X_4$: likewise, $X_3$ and $X_4$ are parents of $X_5$. The parents of $X_i$ are denoted by $\text{pa}(X_i)$. The meaning of the graph is conveyed by the Markov condition: every $X_i$ is independent of its non-descendants nonparents given its parents. So, $X_5$ is independent of $X_1$ and $X_2$ given $X_3$ and $X_4$. Hence by drawing the graph we are expressing our belief that, conditional on $X_3$ and $X_4$, no information about $X_1$ and $X_2$ can change our assessments on $X_5$.

To continue the example, we may have some constraints on probabilities. Even though one is free to impose say $P(X_1 = 0 | X_4 = 1) \geq 2/3$ and $P(X_3 = 1 \land X_2 = 0) \leq 1/2$, usually applications constrain assessments to a few simple forms [1][6]. Typically we have each variable $X_i$ associated with separately specified sets $\mathcal{K}(X_i | \text{pa}(X_i))$. When every credal set $\mathcal{K}(X_i | \text{pa}(X_i) = \pi)$ is a singleton, the resulting model is equivalent to a Bayesian network.

Once assessments are given, we can construct their joint extension; that is, we can construct a credal set consisting of those joint distributions that satisfy the assessments. We have some freedom here, for we can interpret the “independence relations” in the Markov condition in various ways. There are several concepts of independence that apply to credal sets [7]; we might for instance consider extensions that interpret the Markov condition through epistemic irrelevance [11]. In this paper we adopt the most common concept of independence for credal sets; namely, we adopt strong independence: $X$ and $Y$ are strongly independent given $Z$ if $\mathcal{K}(X,Y | Z = z)$ is the convex hull of a set of distributions that factorize; that is, if any $p(X,Y | Z = z)$ in this latter set satisfies $p(X,Y | Z = z) = p(X | Z = z) p(Y | Z = z)$.

We are always interested in the largest extension that satisfies given assessments and independence relations. We refer to such extensions, when strong independence is adopted, as strong extensions. Our results are also valid if one adopts complete independence, provided one always keeps the interest in the largest possible extension: $X$ and $Y$ are completely independent given $Z$ if any probability mass $p(X,Y | Z = z)$ in $\mathcal{K}(X,Y | Z = z)$ satisfies $p(X,Y | Z = z) = p(X | Z = z) p(Y | Z = z)$. To simplify the presentation, we focus only on strong independence and strong extensions.

Given a credal network (graph and assessments) and its resulting extension, we are interested in computing conditional upper probabilities such as $P(X_1 = 0 | X_2 = 1)$.

3 A Framework for Complexity Analysis

We now extend a framework for complexity analysis that we have recently developed for Bayesian networks [9], so as to include probability intervals. The basic idea is to restrict assessments to two simple forms that are inspired by probabilistic rules [22][26] and structural models [21]. The framework lets one move down to sub-Boolean constructs and up to relations and quantifiers. In the context of credal networks and strong extensions, our framework is valuable as it imposes some regularity into the specification, for instance automatically implying that all local credal sets are separately specified. So, it offers a combination of flexibility and restraint that should be useful in practical elicitation scenarios.

We will refer to existing complexity classes in our results. To recap, the class PP consists of those problems that can be solved by a nondeterministic polynomially-bounded Turing machine where the acceptance condition is that more than half of computation paths accept [20]. And $\text{NP}^{PP}$ consists of those problems that can be solved by a nondeterministic polynomially-bounded Turing machine with an oracle that solves PP decision problems [19]. In proofs we use reductions from E-MAJSAT, an $\text{NP}^{PP}$-complete problem [19]. The E-MAJSAT decision problem is: given a pair $(\phi,k)$ where $\phi$ is a Boolean sentence with $n$ propositions, and $k \in [1,n]$ is an integer, is there an assignment of the first $k$ propositions such that the majority of assignments to the remaining propositions satisfies $\phi$?

Returning to the specification framework: Consider a set of atomic propositions, $A_1, \ldots, A_n$, and take the
set $\Omega$ of $2^n$ truth assignments. Associate a binary variable $X_i$ with atomic proposition $A_i$, such that $X_i(\omega) = 0$ when $A_i$ is false, and $X_i(\omega) = 1$ when $A_i$ is true, for $\omega \in \Omega$. Our credal networks are to be specified over $X_1, \ldots, X_n$; to simplify the presentation, we equate atomic propositions and their associated variables. That is, we write propositional sentences containing variables and their assignments, and we write probabilities for propositional sentences.

We assume that a directed acyclic graph is given, where each node is a variable $X$, and that each variable $X$ is associated with either:

- an equivalence $X \leftrightarrow F(Y_1, \ldots, Y_m)$, or
- a probabilistic assessment $P(X = 1) \in [\alpha, \beta]$,

where $F$ is a formula on propositions $Y_1, \ldots, Y_m$ that are parents of $X$, and where $\alpha$ and $\beta$ are nonnegative rationals in $[0, 1]$. We call the former a logical assessment, and the latter a probabilistic assessment.

By adopting this restricted syntax, the graph is actually redundant. One can simply give a set of assessments, and as long as there are no cycles in the specification, the graph can be then constructed out of the assessments.

Note that we avoid direct assessments of conditional probability. First, such an assessment may essentially create negation (by imposing $P(X = 1 | Y = 1) = P(X = 0 | Y = 0) = 0$); we wish to control the use of negation. Second, by avoiding conditional probabilities we do not need to start by discussing conditioning on events that can have probability zero, a discussion that is always difficult for the novice.

To illustrate the framework, consider the specification in Figure 1. One might interpret this network as follows: $X_3$ is a health condition that is identified with the conjunction of two risk factors, and $X_5$ is an illness that depends probabilistic on $X_4$, with $X_3$ acting as “inhibitor”.

The strong extension of this credal network is simply the convex hull of all extreme Bayesian networks, where an extreme Bayesian network is obtained by taking extreme (upper or lower) probabilities. Hence we have eight possible configurations of variables, and four extreme joint probability distributions. For instance, one such distribution assigns probability $1/2$ to $\{X_1 = 1\}$ and probability $1/4$ to $\{X_2 = 1\}$, while another distribution assigns probability $1$ to $\{X_1 = 1\}$ and probability $1/4$ to $\{X_2 = 1\}$.

Denote by $C(L)$ the set of credal networks that can be produced through the framework above, with formulas $F$ from a language $L$ (a language $L$ is simply a set of well-formed formulas). Then $\text{INF}_d(L)$ denotes the set of decision problems that yield YES if $P(Q) > \gamma$ for an assignment $Q$, a conjunction $E$ of assignments, a rational $\gamma \in [0, 1]$, and a credal network in $C(L)$, and NO otherwise. The set $E$ is the evidence; we focus only on conjunctions of assignments, and leave for the future the study of more general languages in which to express evidence. To simplify the statement of some results, we denote by $\text{INF}_d^+(L)$ the decision problems defined as in $\text{INF}_d(L)$, with the additional constraint that all assignments are “positive” (that is, variables are only set to true).

Denote by $\text{Prop}(\land, \neg)$ the language of well-formed propositional sentences with conjunction and negation. First note that $\text{Prop}(\land, \neg)$ can specify any distribution over variables $X_1, \ldots, X_n$ that can be specified by a Bayesian network over these variables. To see why, suppose we have a Bayesian network over $X_1, \ldots, X_n$. Consider first a variable $X$ with two parents $Y_1$ and $Y_2$. Impose:

$$X \leftrightarrow (\neg Y_1 \land \neg Y_2 \land Z_{ab}) \lor (\neg Y_1 \land Y_2 \land Z_{10}) \lor (Y_1 \land \neg Y_2 \land Z_{10}) \lor (Y_1 \land Y_2 \land Z_{11}),$$

where $Z_{ab}$ are fresh binary variables (that do not appear anywhere else), associated with assessments $P(Z_{ab} = 1) = P(X = 1 | Y_1 = a, Y_2 = b)$. Obviously we can always produce disjunction using conjunction and negation, so $\lor$ appears as syntactic sugar in this latter expression. Now for a variable $X$ with many parents, we just repeat this structure, by taking into account any possible configuration of parents. The marginal distribution of $X_1, \ldots, X_n$ is exactly the distribution specified by the original Bayesian network.

By allowing interval-valued assessments in our framework, we obtain a similar result for credal networks: $\text{Prop}(\land, \neg)$ allows us to specify any (separately specified) strong extension over variables $X_1, \ldots, X_n$. To see why, suppose we have a separately specified credal network over $X_1, \ldots, X_n$. Consider again a variable $X$ with two parents $Y_1$ and $Y_2$, and suppose $\mathbb{K}(X | Y_1, Y_2)$ is such that each $\mathbb{K}(X | Y_1 = a, Y_2 = b)$ has two extreme points, $p_0(X | Y_1 = a, Y_2 = b)$ and $p_1(X | Y_1 = a, Y_2 = b)$. Introduce fresh variables $W_{ab}$.
and $Z_{abc}$, and let

$$X \iff \bigvee_{a \in \{0,1\}} (Y_1 = a) \land (Y_2 = b) \land (W_{ab} = c) \land (Z_{abc} = 1),$$

and assessments $P(Z_{abc} = 1) = p_c(1 - |X|)$ and $P(W_{ab} = 1) \in [0, 1]$. This encodes the desired local, separately specified, credal sets. The idea is that $a$ and $b$ select a particular configuration of $Y_1$ and $Y_2$, while $c$ selects a particular extreme point of the corresponding local credal set (and then $Z_{abc}$ carries the appropriate probability value). By repeating this structure to take into account any configuration of parents of $X$, we construct a joint credal set whose marginal is the strong extension of the original credal network (note that we may have to use additional variables with the same role as $W_{ab}$, in case we have more than two extreme points per credal set).

Given the generality of $\text{Prop}(\land, \neg)$, we have that $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ is $\text{NP}^{\text{PP}}$-complete \cite{10}. Now consider a more restricted language: denote by $\text{Prop}(\land, \neg)$ the language that uses only conjunction and atomic negation (defined as negation that can appear only before a proposition that is associated with a probabilistic assessment). Note that the credal network in Figure 1 belongs to $C(\text{Prop}(\land, \neg))$. We know that inference within $\text{Prop}(\land, \neg)$ for Bayesian networks is polynomial as long as evidence is “positive” \cite{2}. Somewhat surprisingly, this result applies to credal networks:

**Theorem 1** $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ can be solved in polynomial time.

**Proof.** Consider first a network with just conjunction, and consider a query $Q = \{X_Q = 1\}$. Note first that if a node $X$ appears in $Q$ or in $E$, then its ascendants must all be set to true. So we first add to $E$ all ascendants of nodes originally in $E$; also, if a node has all parents set to true, then it must be true and can be added to $E$, so we repeat this until no more nodes can be added to $E$. Now if any descendant of $X_Q$ is in the evidence, then $X_Q$ is necessarily true, so we have $P(Q|E) = P(Q|E) = 1$. So, either we have evidence assigned to a descendant of $X_Q$, and then the solution is immediate, or all descendants are barren nodes that can be discarded. So, to proceed we suppose that $X_Q$ has no descendants. Now continue by $d$-separation. Collect all nodes that are ascendants of $X_Q$; these are $d$-connected to $X_Q$. Now suppose one of these nodes, say $W$, points both to an ascendant of $X_Q$, and to a non-ascendant, say $Y$, of $X_Q$. Now if $Y$ is not in $E$, then it is a barren node that must be discarded. And if $Y$ is in $E$, then $W$ itself must be in $E$, hence $Y$ is to be discarded. For instance, consider Figure 2 and suppose $\{Y = 1\}$ is the evidence. Then $W$, $Z$ and $W'$ are set to true, and we can discard them, as the path emanating from $X_Q$ through $W$ is blocked. Once we have discarded all nodes that are not required for our computation, we are left with an “inverted” tree whose root is $X_Q$, and where each leaf is either a node set to true, or a node associated with a probability interval. Denote by $X_1, \ldots, X_m$ the nodes that are not set to true in this tree; we can then write $X_Q \iff X_1 \land \cdots \land X_m$. So we have $P(X_Q|E) = \prod_{i=1}^m P(X_i)$; in fact, we also have that $P(X_Q|E) = \prod_{i=1}^m P(X_i)$. To complete the proof, suppose that atomic negation is allowed, so some variables appear negated. We can run the same procedure already described, with the novelty that we cannot have $X \land \neg X$ in the final expression (if that happens, the evidence is inconsistent). \hfill \Box

It seems unlikely that polynomial-time inference can be obtained with other languages for Boolean credal networks, as several simple changes to $\text{Prop}(\land, \neg)$ move us into higher complexity. Consider: even though $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ belongs to $\text{P}$, $\text{INF}_{d}(\text{Prop}(\land, \neg))$ does not (as it is PP-hard already when all probability intervals are singletons \cite{9}). Also, if we move from $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ to $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$, then clearly we obtain $\text{NP}^{\text{PP}}$-completeness. Finally, we might move to $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ by adding disjunction. In doing so, again we move away from polynomial-time behavior, as the following result shows.

**Theorem 2** $\text{INF}_{d^+}(\text{Prop}(\land, \neg))$ is $\text{NP}^{\text{PP}}$-complete.

**Proof.** Consider an $\text{E-MAJSAT}$ problem specified by $(\phi, k)$. We can code $\phi$ in CNF within $\text{Prop}(\land, \neg, \lor)$. For a given $k$, we can associate the first $k$ variables $X_i$ with assessments $P(X_i) \in [0, 1]$, and the remaining variables $X_j$ with assessments $P(X_j) = 1/2$. We can then produce a network where each proposition is a root node, and all other nodes are either conjunctions or disjunctions of their parents. This network has size polynomial on the input. Denote by $Q$ an assignment

\footnote{But note that if network topology is constrained to polytrees, then polynomial behavior is obtained by the 2U algorithm \cite{13}. Hence, by suitably restricting the topology, we still get tractability.}
for the leaf node that yields the final conjunction in the CNF. By deciding whether $P(Q) > 1/2$, we solve the E-MAJSAT problem. □

To close this section, we comment on an additional type of assessment that one might allow, namely, assessments where material implication is used instead of equivalence. For instance, suppose that in our previous example we change the logical assessment for $X_5$ to

$$X_5 \leftarrow X_3 \land X_4.$$  

A sensible semantics here might be to consider every possible probability measure compatible with this logical constraint; that is, the assessment should mean $P(A_5|A_4 \land A_1) = 1$ and $P(A_5|\neg(A_3 \land A_4)) \in [0, 1]$. This suggests that if we are willing to contemplate assessments based on material implication, we should be willing to entertain interval probabilities from the outset. We leave such a discussion for the future, noting here that existing languages such as Poole’s Independent Choice Logic (ICL) [23] do have material implication in the syntax, but often adopt special semantics to guarantee sharp probabilities.

4 Relational Credal Networks

Many phenomena in real life depict repetitive patterns. For instance, social networks involve many individuals, several of which may share common characteristics. Epidemiological events may also bring together similar individuals; temporal sequences modeled by hidden Markov models often display similarities across time steps. There are indeed several formalisms that capture repetition in Bayesian network fragments [15, 16, 24, 25]. The simplest strategy is to allow random variables to be parameterized; for instance, we might extend the specification in the previous section as follows:

$$P(X_1(x) = 1) \geq 1/2,$$  

$$P(X_2(x) = 1) \in [1/4, 1/3],$$  

$$P(X_3(x, y) = 1) = 1/5,$$  

$$X_4(x) \leftrightarrow X_1(x) \land X_2(x),$$  

$$X_5(x, y) \leftrightarrow X_3(x, y) \land X_4(x).$$

At this point we can simply refer to $x, y, \ldots$ as logical variables, and to $X_1(x), X_2(x), X_3(x, y)$ as relations. Again we write sentences that mix variables and Boolean operators. We say that $X(x_1, \ldots, x_k)$, where each $x_i$ is either a logical variable or an individual, is an atom. An atom with no logical variable is a ground atom.

We can then extend our specification framework as follows.

We assume that a directed acyclic graph is given, where each node is a relation, and that every $k$-ary relation $X$ is associated with either:

- a logical assessment
  $$X(x_1, \ldots, x_k) \leftrightarrow F(x_1, \ldots, x_k, Y_1, \ldots, Y_m),$$
  where $F$ is a formula with free logical variables $x_1, \ldots, x_k$, and possibly with other logical variables that are bound, and where each $Y_i$ is either a relation or an individual; or
- a probabilistic assessment
  $$P(X(x_1, \ldots, x_k) = 1) \in [\alpha, \beta],$$
  where $\alpha$ and $\beta$ are nonnegative rationals in $[0, 1]$.

We assume that our languages consist of subsets of function-free first-order logic (referred to as FFFO). Hence we allow existential and universal quantifiers in our syntax.

Concerning the semantics, as often happens when one moves from sharp to interval probabilities, there is more than one way to interpret assessments. In our setting, there are two sensible semantics for well-formed specifications, as we now discuss.

We assume that we have a set $D$, the domain. In this paper every domain is finite, with $N$ elements. Every individual refers to an element of the domain. We will always adopt the rigidity assumption that is common in probabilistic logic [3]; that is, we will always assume that the interpretation of individuals is constant across interpretations for a fixed domain. That is, the individual Ann is always mapped to the same element of $D$, whatever the interpretation of relations. Hence our individuals can be identified with elements of the domain, and given labels such as $1, 2, \ldots, N$.

For instance, suppose we take assessments $[1, 5]$, and a domain with two individuals, say Ann and Bob, respectively denoted by $a$ and $b$. We have several ground atoms: $X_1(a), X_1(b), X_2(a), X_2(b), X_3(a, a), X_3(a, b)$, and so on. Consider a graph where each ground atom is a node, and where an edge is inserted between two nodes if an edge was present between the relations. In our example, we obtain the graph in Figure 3. Note that grounding produced two disjoint graphs in this case. However, suppose we keep assessments $[1, 4]$, but we turn $X_3$ into a unary relation such that:

$$X_3(x) \leftrightarrow \forall y : X_3(x, y) \land X_4(y).$$

Then grounding takes us to Figure 4.
Inference in the grounded credal network is a \( \text{NP} \)-complete problem. For hardness, note that a domain where we have for instance an extreme Bayesian network is a possible assessment for each \( a \in D \) (for given \( D \)). In the first interpretation the assessments directly yield a credal network with separately specified local credal sets. In our example, the latter semantics yields grounded assessments

\[
P(X_1(a) = 1) \geq 1/2, \quad P(X_2(b) = 1) \geq 1/2,
\]

\[
P(X_2(a) = 1) \in [1/4, 1/3], \ldots, \quad P(X_5(b, b) = 1) = 1/5,
\]

and there are 16 extreme Bayesian networks given \( D = \{a, b\} \).

We will refer to a set of well-formed assessments as a \textit{relational credal network}. When the first semantics is adopted, we say that the relational credal network has \textit{coupled parameters}; when the latter semantics is used, we say the relational network has \textit{decoupled parameters}. To simplify the language, we often refer to \textit{coupled relational credal networks} and \textit{decoupled relational credal networks}.

### 5 The Complexity of Relational Languages

We can now consider inference problems for selected relational languages \( \mathcal{L} \). The input to our inference problems is a relational credal network, evidence, and the size of the domain, denoted by \( N \). We assume that the arity of all relations is bounded.

Domain size \( N \) can be given either in binary or unary encoding. In computational terms, binary encoding for \( N \) implies that almost every calculation requires exponential effort (as there may be exponentially long numbers in the output) \(^9\). For this reason, it makes sense to assume that \( N \) is specified in unary notation.

So, we denote by \( \text{INF}_d(\mathcal{L}) \) and by \( \text{INF}_d^+(\mathcal{L}) \) respectively the decision problems for language \( \mathcal{L} \), as before, for unary \( N \), where the query \( Q \) is an assignment to a grounded atom, and evidence \( E \) is a set of assignments for grounded atoms (evidence is understood as the conjunction of those assignments). Recall that all relations have bounded arity (and the bound is known).

Note that for relatively simple languages we already have \( \text{NP} \)-complete inference, from the results for propositional languages (Section 3). Consider then function-free first-order logic (we refer to it by FFFO). The following result is not surprising:

**Theorem 3** \( \text{INF}_d^+(\text{FFFO}) \) is \( \text{NP} \)-complete both for decoupled and for coupled relational credal networks.

\textbf{Proof.} For pertinence, ground the relational credal network into a credal network specified using \( \text{Prop}(\land, \neg) \). Inference in the grounded credal network is a \( \text{NP} \)-complete problem. For hardness, note that a domain...
with a single individual can already define an arbitrarily complex credal network. □

To obtain more insightful results concerning complexity, we have previously proposed an analysis with respect to data complexity and to domain complexity \( \mathcal{D} \). We have started such an analysis for relational Bayesian networks, and we now present results for relational credal networks.

We refer to the complexity of computing a conditional probability, given a relational credal network, evidence (a set of assignments), and an integer \( N \) (the size of the domain in unary notation), as the combined complexity. Theorem \( \[3\] \) deals with combined complexity. We refer to the complexity of computing a conditional probability, for a fixed relational network, when evidence and \( N \) are inputs, as the data complexity. And we refer to the complexity of computing a conditional probability, for a fixed relational network and fixed evidence, when \( N \) is the input, as the domain complexity \( \mathcal{D} \).

When we focus on relational Bayesian networks, the data complexity of FFFO is \( \mathsf{PP} \)-complete \( \[9\] \). So the combined and data complexities are identical for relational Bayesian networks as far as first-order logic is concerned. For relational credal networks the data complexity depends on the semantics, as we now show: as often happens when one moves from sharp to indeterminate probabilities, concepts that collapse in the former case do not collapse in the latter case, and we must deal with more nuanced scenarios.

We use \( \mathsf{DINF}_d (\mathcal{L}) \) to indicate the data complexity of relational credal networks specified through language \( \mathcal{L} \). We can state our main results:

**Theorem 4** \( \mathsf{DINF}_d (\mathsf{FFFO}) \) is \( \mathsf{NP}^{\mathsf{PP}} \)-complete for decoupled relational credal networks.

**Proof.** For decoupled relational credal networks, pertinence to \( \mathsf{NP}^{\mathsf{PP}} \) is easy (even the combined complexity is in \( \mathsf{NP}^{\mathsf{PP}} \) by Theorem \( \[3\] \)). To prove hardness, we adapt the proof for a similar result for Bayesian networks \( \[9\] \). Take an E-MAJSAT problem with pair \( \phi, k \), where \( \phi \) is in CNF with \( m \) clauses, each one of them with three literals (for each clause, we refer to the “left” literal, the “middle” literal, and the “right” literal). Suppose propositions are \( A_1, \ldots, A_n \). If the number of clauses \( m \) is smaller than \( n \), then add trivial clauses such as \( A_1 \lor A_1 \lor \neg A_1 \) until \( m = n \). These clauses do not change the output of MAJSAT. If instead \( n < m \), then add fresh propositions \( A_{n+1}, \ldots, A_m \). These propositions do not change the output of MAJSAT. Introduce unary relations \( \mathsf{sat}(x) \) and \( \mathsf{choice}(x) \); impose \( P(\mathsf{sat}(x)) = 1/2, P(\mathsf{choice}(x)) \in [0, 1] \). The idea is that \( \mathsf{sat}(x) \) refers to proposition \( A_1 \) for \( x \in \{ k + 1, \ldots, n \} \), while \( \mathsf{choice}(x) \) refers to proposition \( A_1 \) for \( x \in \{ 1, \ldots, k \} \). Introduce binary relations \( \mathsf{aux}_{i,j}^0 (x, y) \) and \( \mathsf{aux}_{i,j}^1 (x, y) \), where \( i \) can be either left, middle, and right, while \( j \) can be either + or −. Adopt \( P \left( \mathsf{aux}_{i,j}^0 (x, y) \right) = P \left( \mathsf{aux}_{i,j}^1 (x, y) \right) = \alpha \) for some \( \alpha \in (0, 1) \); the specific value of \( \alpha \) will not matter. To be concrete, adopt \( \alpha = 1/2 \). Also, introduce auxiliary relations \( \mathsf{literal}_i (x) \) where \( i \) can be left, middle, right. Impose

\[
\mathsf{literal}_i (x) \iff \left( \exists y : \mathsf{aux}_{i,j}^0 (x, y) \land \mathsf{sat}(y) \right) \lor \left( \exists y : \mathsf{aux}_{i,j}^1 (x, y) \land \neg \mathsf{sat}(y) \right) \lor \left( \exists y : \mathsf{choice}(x) \land \mathsf{choice}(y) \right) \lor \left( \exists y : \mathsf{choice}(x) \land \neg \mathsf{choice}(y) \right).
\]

Introduce unary relation \( \mathsf{clause}(x) \) and impose

\[
\mathsf{clause}(x) \iff \mathsf{literal}_{\mathsf{left}}(x) \lor \mathsf{literal}_{\mathsf{middle}}(x) \lor \mathsf{literal}_{\mathsf{right}}(x).
\]

Finally, introduce query and

\[
\mathsf{query} \iff \forall x : \mathsf{clause}(x).
\]

Take \( N = n \); given our previous discussion we have \( n = m \). Individuals are referred as \( \{ 1, \ldots, N \} \) and have a dual purpose, indexing both propositions and clauses.

Take evidence \( \mathsf{E} \) as follows. For the \( i \)-th clause, suppose the left literal is \( A_j \). If \( j > k \), set \( \mathsf{aux}_{\mathsf{left}}^0 (i, j) \) to true, and all other \( \mathsf{aux}_{\mathsf{left}}^0 (i, j) \) to false; also set all \( \mathsf{aux}_{\mathsf{left}}^0 (i, y) \) to false, all \( \mathsf{aux}_{\mathsf{left}}^1 (i, y) \) to false, and all \( \mathsf{aux}_{\mathsf{left}}^0 (i, y) \) to false. If instead \( i \leq k \), set \( \mathsf{aux}_{\mathsf{left}}^1 (i, j) \) to true, and all other \( \mathsf{aux}_{\mathsf{left}}^0 (i, j) \) to false; also set all \( \mathsf{aux}_{\mathsf{left}}^0 (i, y) \) to false, all \( \mathsf{aux}_{\mathsf{left}}^1 (i, y) \) to false, and all \( \mathsf{aux}_{\mathsf{left}}^0 (i, y) \) to false.

Suppose instead that for the \( i \)-th clause the left literal is \( \neg A_j \); follow the previous paragraph, but exchange + and −. Repeat similarly for middle and right literals, but using middle and right as appropriate. Finally, decide whether \( P(\mathsf{query}(1) = 0) > 1/2 \). If YES, the E-MAJSAT problem is accepted, if NO, it is not accepted. Hence we have the desired reduction. □

**Theorem 5** \( \mathsf{DINF}_d (\mathsf{FFFO}) \) is \( \mathsf{PP} \)-complete for coupled relational credal networks.

**Proof.** For coupled relational credal networks, \( \mathsf{PP} \)-hardness is obtained by encoding any E-MAJSAT problem with \( k = 0 \) in the previous proof, and noting that MAJSAT is a \( \mathsf{PP} \)-complete problem \( \[27\] \). To prove pertinence to \( \mathsf{PP} \), we will use the fact that \( \mathsf{PP} \) is

\[2\] Data and domain complexity are respectively related to the existing notions of \( \mathsf{L} \)-liftability and liftability. \( \mathsf{L} \)-liftability means that data complexity is polynomial, and liftability means that domain complexity is polynomial.
closed under union, a celebrated result in complexity theory [4]. Take a fixed relational credal network and note that there is a fixed number (possibly large) of relational Bayesian networks that can be generated by selecting each one of the possible endpoints of probability intervals. Each one of these $M$ relational Bayesian networks specifies a set of strings, consisting of those strings containing $N$ and associated evidence, such that the inference problem yields YES if a string is accepted. That is, we have $M$ sets of accepted strings, and our problem is: given a string with $N$ and evidence, accept it if any one of those $M$ sets of strings contains it. But note that each set of strings defines a PP decision problem (the problem of accepting the strings), as each relational Bayesian network can be grounded into a polynomially larger Bayesian network, and inference can be conducted in the latter network. So our main problem is to consider a set of strings that is the union of the $M$ set of strings; because PP is closed under union, the main problem is in PP as well. □

As noted previously, PP is the class of problems that can be solved by “majority” Turing machines with a polynomial bound; they are usually related to counting problems [29]. And NP$^{\text{PP}}$ is the class of problems that can be solved by a nondeterministic Turing machine with a polynomial bound, with the “help” of an oracle that returns the solution PP given problems. Intuitively, we should expect the latter problems to be significantly more taxing than the former (but current literature does not seem to have a result on whether they are different or not).

6 Conclusion

We have explored the balance of expressivity and complexity in Boolean credal networks. We have recently proposed a framework for such an analysis, geared to Bayesian networks [9]: this paper is a first step in extending the framework to credal networks.

We have discussed both propositional and relational languages, and for relational languages we have studied combined and data complexities. Theorem 1 reveals a class of credal networks that admits polynomial inference, a property shared by few other classes [10]: the result is surprising in that it reproduces the polynomial character of Bayesian networks under the same language. And in the opposite direction, Theorems 4 and 5 show distinctions between Bayesian and credal networks, as in the latter there is more than one reasonable semantics to choose from, and the choice does have an impact on complexity. Surprisingly, for coupled relational credal networks the data complexity is identical to the data complexity of relational Bayesian networks.

Perhaps the most compelling aspect of our framework is the number of questions it raises. Consider a simple fact. It is usually assumed that one can arbitrarily choose between computing an upper or a lower probability, as they are directly related by $P(A|B) = 1 - P(A^c|B)$ [29]. But if a language does not have negation, it may not be possible to formulate $P(A^c|B)$ as a query, and it may then be harder to produce a lower probability than an upper probability. This sort of phenomena can only be explored when we pay attention to languages. In fact, the key difference between Bayesian and credal networks is the language that is used to express assessments.

There are many languages to explore concerning the complexity of credal networks. There are several fragments of function-free first-order logic that are widely used, such as monadic logic [5]; there are guarded fragments and description logics such as DL-Lite, $\mathcal{EL}$, ALC [2]; there are also languages based on second-order logic and various modal logics. For all these logical languages, one can ask combined and data complexity, not only for inference, but also for other problems of common interest such as maximum a posteriori configurations (MAP). All such problems await detailed investigation.
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