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Abstract
This paper asks whether the salient result about non-negative value of cost-free information holds in the context of games. By reexamining Osborne's example where information may hurt, it argues that the failure of this result is mainly driven by the assumption of common knowledge in the traditional framework of incomplete information games, since it leads to act-state dependence in a sequential setting. This paper also shows that such a failure occurs when we extend the framework of incomplete information games to allow for a representation of uncertainty using sets of probabilities and the use of $\Gamma$-maximin. Nevertheless, the key to this negative result is that a phenomenon called dilation of sets of probabilities obtains in this generalized setting.
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1 Introduction
It is well known that in an individual decision problem a Bayesian decision maker should not refuse to receive cost-free information. To understand this result intuitively, note that choosing the expected utility maximizer $d^*$ in the absence of new information has the same expectation as the plan of always making decision $d^*$ no matter what additional information is forthcoming. But it might be that the decision $d^*$ does not always maximize expected utility upon on receiving new information. It follows that the expected utility of choosing $d^*$ initially cannot be greater than the prior expectation of choosing the best decisions after having more information. This ensures that additional information cannot be harmful to one's prior expectations. Thus it is rational for a Bayesian decision maker to postpone her terminal decision in order to acquire cost-free information. Indeed, such an intuitive idea can be traced back to Ramsey (1990) and has been formalized by Good (1967). However, this satisfactory result about the non-negative value of cost-free information fails to hold in many cases. For instance, Kadane et al. (2008) have shown that certain modifications of standard expected utility theory may require a decision maker to strictly prefer less information to more, thereby implying a negative value of information to the individual. For our purposes, two cases under which this positive result does not obtain are worth mentioning. The first involves the idea of act-state dependence, namely probabilistic dependence between act and state, which is precluded by conventional expected utility theory. For example, within a small geographic market, consumers' inquiry about the price of a certain good may cause its price to rise. In this case, because of act-state dependence, a potential consumer strictly prefers not to learn the (cost-free) information about the price. As a result, the value of information is negative to the consumer. Another relevant instance of such a violation occurs in the context of decision making under uncertainty, where uncertainty is assumed to be represented by sets of probabilities rather than a single probability distribution. When extending expected utility theory to accommodate uncertainty aversion, it may happen that the set of unconditional probabilities for an event is properly included in the set of probabilities conditional on every event of some partition, which is a phenomenon known as dilation in the literature. Given the presence of dilation, it should come as no surprise that a rational decision maker may refuse a free offer to learn a piece of new information. Therefore, the result introduced at the beginning of the paper is not robust with respect to the introduction of act-state dependence, as well as the choice of the modeling of uncertainty in the setting of single-agent decision making.

Moving beyond individual decision making, it has also been demonstrated that, in the context of games, more information may hurt the player who possesses the information. More specifically, the player may be worse off when she has more information than when she does not. The simple logic behind this negative result is the following. In a game where one player has certain information

1 See Seidenfeld and Wasserman (1993), Herron et al. (1994), and Herron et al. (1997) for an extensive and systematic study of the phenomenon of dilation.

2 See for instance Akerlof (1970) and Osborne (2004) for several prominent examples that illustrate this observation concerning the negative value of information in games.
about the situation, this fact being commonly known among the players has a strategic impact on the players’ rational strategy choices, which results in an inferior equilibrium outcome than the one for a game with more information. Thus, if that specific player can first choose between these two games and then play the chosen one, the optimal strategy is to play the game with less information, implying that new information has a negative value for that player. In light of this, we can conclude that the familiar result about the non-negative expected worth of cost-free information is not robust with respect to the introduction of strategic interaction either.

These findings suggest a need for a reconsideration of the information value problem in games. The aim of this paper is to provide a better understanding of this issue in games based on previously known results in the literature of decision theory. As a starting point of our investigation, we review the example introduced by Osborne (2004) exhibiting the counterintuitive result that in the context of Bayesian games a rational player may strictly prefer less information to more. In addition, the example helps us clarify the central issue and highlight the sequential problem involved in the comparison between a game where one player has less information, and a different version of the game where the player has more information. It is within such a sequential setting that the issue of whether information has a positive value can be properly assessed.

Next we show that the non-negative value of information can be restored by a weakening of the common knowledge assumption. Our analysis of Osborne’s example makes it clear that the assumption of common knowledge plays a crucial role in the result of the negative information value in games. This leads us to consider a variant of the original game in which one player has more information while the other players are not aware of this fact. By comparing it with the original game, we show that more information to a player does lead to a better equilibrium outcome and thus has a positive value for the player. We can intuitively understand this result by recognizing that act-state dependence is the real factor that has driven the result of the negative information value in games. The lack of common knowledge merely provides a convenient way to abstract from the kind of probabilistic dependence between a player’s choice of the games and her probability about the opponent’s choices.

We then deal with the question of whether the finding about the negative information value in games still holds in the presence of ambiguity. First, we briefly discuss how the traditional framework of Bayesian games developed by Harsanyi (1967/68) can be naturally extended to accommodate the idea of employing sets of probabilities to model uncertainty. Such an extension allows the players’ initial beliefs about the state to be represented by closed and convex sets of probability distributions, which is more normatively appropriate and empirically grounded than the modeling of uncertainty through a single precise prior. Following the pioneer work of Kadane et al. (2008) concerning the effect of dilation on the value of information in the context of single-agent decision making.

The remainder of this paper is organized as follows. In Section 2 we examine the well-known result about the negative value of information in Bayesian games in detail, and also present a different approach for determining the value of information in games by relaxing the assumption of common knowledge. Section 3 shows by examples that a non-expected utility player may pay not to receive cost-free information in incomplete information games under ambiguity. Section 4 discusses whether our finding still holds true even if there is a lack of common knowledge in games, and then relates it to the phenomenon of dilation. Section 5 contains a few concluding remarks.

---

4 See for instance Knight (1921), Ellsberg (1961), Levi (1974), and Walley (1991) for a number of compelling arguments that justify the idea of using imprecise probabilities to model uncertainty.

The author thanks an anonymous reviewer for pointing out this reference.
2 Common Knowledge and Negative Value of Information in Games

In this section we reconsider the example presented by Osborne (2004) where a player may assign a negative value to cost-free information in the context of Bayesian games. That is, the player becomes worse off in the version of the game where she has more information. It thus follows that the player would rationally pay to avoid learning this piece of new information, even though there is no cost associated with it. To keep things simple, we will return to this example later and argue that the assumption of common knowledge plays a critical role in Osborne’s analysis, which throws considerable light on the nature of this negative result in games.

Example 2.1. Consider the game structure shown in Figure 1. In this game, there are two players and two possible states \( \{ \omega_1, \omega_2 \} \). The action set of player 1 is given by \( A_1 = \{ T, B \} \) and that of player 2 is given by \( A_2 = \{ L, M, R \} \). Players’ payoffs under each strategy profile are specified by two numbers in the corresponding box of the following table, with the first number being the payoff to player 1. Moreover, we assume that both players do not know the state and assign probability \( \frac{1}{2} \) to each state. That is, both players believe that each state will occur with probability \( \frac{1}{2} \), although neither of them knows which state they are actually in. And no further information concerning the state will be revealed to the players. Following normal convention, we further assume that everything about the game is common knowledge.

Game theorists commonly regard the notion of Bayesian Nash equilibrium as the reasonable solution concept for solving Bayesian games. Informally speaking, a Bayesian Nash equilibrium consists of a collection of strategies such that each player’s strategy is a best reply to the strategies the other players have chosen. It is easy to see by expectation that player 2’s strategy \( L \) strictly dominates the other strategies. And player 1 has a unique best reply against \( L \), namely, the action \( B \). Hence, the strategy profile \((B, L)\) is the unique Bayesian Nash equilibrium for the Bayesian game considered in this example. More importantly, note that this equilibrium gives rise to the outcome \((2, 2)\) with the first component being the payoff to player 1.

It is well known in the decision-theoretic literature that in single-agent decision problems it is weakly better for an expected utility maximizer to wait for more information prior to make a terminal decision. In other words, every expected utility decision maker prefers more information to less. In order to test whether this is valid within the context of games, Osborne suggests to contrast Example 2.1 described above with the following case.

Example 2.2. As before, we assume that both players do not know the state before receiving their private information and assign probability \( \frac{1}{2} \) to each state. However, player 2 learns the state from her private information, whereas player 1 does not. In other words, after having received her private information, player 2 knows whether she is playing the strategic game on the left or the one on the right. By contrast, player 1 still does not know the state in this interim stage and thinks that with equal probability \( \frac{1}{2} \) she is playing one of these two games. Nevertheless, player 1 knows the fact that player 2 is informed of the state. In a similar way, this strategic situation can be described by Figure 2 where the two frames labeled \( 2 \) enclosing each table indicate that player 2 can perfectly distinguish between these two tables.

Notice that each type of player 2 has a strictly dominant action, namely, \( R \) and \( M \) respectively. This means that player 2 should choose to play the strategy \((R, M)\), no matter what player 1 intends to do. Knowing that player 2 is informed of the state, player 1 can then anticipate the above reasoning on the behalf of player 2. Given this, player 1 should respond optimally by playing \( T \), which is the unique best response to \((R, M)\). Therefore, this game has a unique Bayesian Nash equilibrium \((T, (R, M))\), which gives rise to the outcome \((1, 1, 1)\).

Now suppose that in a sequential setting player 2 is first asked to choose either to play the Bayesian game in Example 2.1 or to play the Bayesian game in Example 2.2 and then enters the chosen game. Note that player 2 would obtain more information about the state in Example 2.2 than the previous example.
she would in Example 2.1. Contrary to our intuition, player 2 would rather choose to play the game in Example 2.1 instead of the one in Example 2.2 where she is actually informed of the state. It is important to remark, however, that such a choice of player 2 is perfectly rational in the exact sense of maximizing expected utility, since the unique Bayesian Nash equilibrium of the game in Example 2.1 yields player 2 a higher expected payoff than the unique Bayesian Nash equilibrium of the game in Example 2.2 does. This implies that player 2 strictly prefers to play the game with less information rather than more, which stands in stark contrast to the familiar result in decision theory about the non-negative value of information.

Generally, more information is valuable for making better decisions. In a strategic situation, however, knowing only that a certain kind of information becomes available to someone may alter one’s behavior, even if she herself does not know what the information is. It is thus important to keep in mind that one should separate the real issue concerning the value of information in games, from the question whether the knowledge of others holding certain private information plays a role in determining its value. Next we suggest an instructive way to investigate whether more information is better for a player by restricting others from knowing that fact. Such an approach then avoids the kind of complication just described.

**Example 2.3.** Consider a slightly modified version of the Bayesian game introduced in Example 2.2. As before, we assume that both players do not know the state before receiving their private information and assign probability $\frac{1}{2}$ to each state. Upon receipt of their private information, player 2 learns the state, whereas player 1 still does not know the state. Unlike in the previous game, in this case we assume that player 1 does not know the fact that player 2 is informed of the state. To be a bit more specific, player 1 still believes that player 2 assigns probability $\frac{1}{2}$ to each state like she does. Given that player 1 is not informed of player 2’s updated belief about the state, it is obvious that the conventional assumption about common knowledge is no longer valid in the current case.

The only difference between Example 2.2 and Example 2.3 lies in the fact that in the latter case we specifically make the information concerning player 2 knowing the state unavailable to player 1. Nevertheless, such a slight modification has greatly changed the strategic interaction between these two players. To see this, note that in Example 2.3 two players have rather different information about the situation: At the interim stage where players learn of their private information, player 1 does not know player 2’s actual belief about the state, whereas player 2 has a complete knowledge of the strategic situation, including her own information being unknown to player 1. In this sense, player 1 holds a false belief about player 2’s updated belief. In this setting, the usual strategic impact caused by new information goes away, since the information would only affect the person who has it. By restricting player 1 from knowing the fact that player 2 learns the state, we can then ask whether this piece of new information has any value to player 2 or not.

We first need to figure out how to resolve these kinds of strategic situations involving “imperfect” beliefs, as the notion of Bayesian Nash equilibrium is designed to solve only standard Bayesian games. As a minimal requirement of rationality, a reasonable solution should respect the information available to each player. Moreover, we want to follow the tradition of modeling the players as expected utility maximizers. Given these requirements, it seems reasonable to suggest that each player should choose a strategy that maximizes her expected payoff given the (possibly false) beliefs about the state and the strategies chosen by the other players, as long as these beliefs can be justified in terms of information available to her.

Now let us apply the above idea to the situation described in Example 2.3. First, we claim that player 1’s optimal choice is to play $B$. To see this, note that in the interim stage player 1 still believes that player 2 does not know the state and assigns probability $\frac{1}{2}$ to each state. Given such a belief, player 1 would believe that player 2 will choose the action $L$, which strictly dominates the other two actions. Anticipating this conjecture, player 1 responds optimally by playing $B$. On the other hand, player 2 has perfect knowledge about the situation, even including the fact that player 1 holds incorrect belief about whether she knows the state. Since player 2 learns the state at the interim stage, player 2 will choose to play her strictly dominant actions in
each state, that is, \( R \) and \( M \) respectively. Although player 2 can anticipate player 1 to select \( B \) rather than her equilibrium strategy \( L \), player 2 would keep her optimal choice of \((R, M)\) unchanged, since it still maximizes her expected payoff given \( B \). Hence, the recommended play in this case is the strategy choice \((B, (R, M))\).

It is important to note that player 2’s payoff under the optimal play in Example 2.3 is 3, which is greater than her payoff of 2 associated with the equilibrium of the game in Example 2.1. Thus, if player 2 is faced with an initial choice between whether to play the game in Example 2.1 or instead to play the game in Example 2.3, the rational decision is to choose the latter one. It follows that player 2 strictly prefers to have more information rather than less, which is in accordance with the familiar result concerning the non-negative value of cost-free information. This contrasts sharply with the foregoing analysis.

Note that common knowledge plays a critical role in solving both games in terms of Bayesian Nash equilibrium. In both games, everything about the games is common knowledge, and thus both players can reason about each other’s strategy choice on the behalf of her opponent. In Example 2.1 based on her prior belief about the state, player 2 select her best action \( L \), which leads player 1 to choose \( B \). Similarly, in Example 2.2 player 2 utilizes her information of the state and singles out the optimal strategy \((R, M)\), which induces player 1 to choose \( T \). So, when player 2 is faced with the sequential problem of choosing first between these two games and then playing the chosen one, there exists probabilistic dependence between her choice of the games and her probability about the opponent’s strategy choice. In this sense, act-state dependence arises in such a sequential problem.

On the other hand, act-state dependence does not arise when player 2 is asked to choose first whether to play the game in Example 2.1 or to play the game in Example 2.3 and then to play the selected game. To see this, recall that in Example 2.3 player 1 does not know the fact that player 2 has more information. In the light of this assumption, player 1 is not able to arrive at the same conclusion as player 2 does. Instead, player 1 would obtain the same conjecture about player 2’s strategy choice as the one in Example 2.1 namely, \( L \). Since player 2 has perfect knowledge about the situation, she can deduce from her information player 1’s strategy choice, which is identical to the one in Example 2.1. So, if player 2 is asked to first choose between the game in Example 2.1 and the one in Example 2.3 and then to play the chosen game, there is no act-state dependence, since both players’ probabilities for how the other player chooses are unchanged. For this reason player 2 would assign a positive value to the information about the state.

It has already been shown that in individual decision problems the result about the non-negative value of cost-free information does not hold provided that there is act-state dependence in personal probabilities. Then it should come as no surprise that, in the context of games, players may have negative value for new information in the presence of act-state dependence. It is act-state dependence that has driven the counterintuitive result about the negative value of information discussed above. Relaxing the assumption of common knowledge in Example 2.3 enables us to prevent the occurrence of act-state dependence in the sequential problem.

3 Negative Value of Information in Games under Ambiguity

This section is devoted to extending the analysis of the value of information in Bayesian games to accommodate ambiguity aversion by considering the multiple priors models developed by Gilboa and Schmeidler (1989). In order to explore whether the phenomenon of negative value of information is robust with respect to extensions of the expected utility theory, we need to investigate how to incorporate models of imprecise probabilities into Bayesian games. We will not attempt to present a formal model of incomplete information games under ambiguity here. Instead, we shall introduce the basic ideas in an informal way.

Unlike in Harsanyi (1963/68), here we take the view that, due to limited information, a player may not be able to identify a unique prior to describe her belief about the states, which can be characterized as a set of probability distributions. More precisely, we assume that in an incomplete information game each player’s perception of uncertainty about the states is modeled by a closed and convex set of probability measures, instead of a single common probability distribution. And we adopt the principle of \( \Gamma \)-maximin as the decision rule used by all the players. In the same spirit of Bayesian Nash equilibrium, we propose a new solution concept in which each player chooses the optimal action in the sense of maximizing the minimum expected utility for each realization of her private signal. In this sense, our model constitutes only a minor departure from the standard approach to Bayesian games.

In order to help better understand how our game model works, let us consider the following example through which we introduce the major components of an incomplete information game under ambiguity and the solution concept for this kind of games.

Example 3.1. Consider the game structure shown in Figure 3 (Game 4). As in Bayesian games, nature moves first and chooses which state to occur. Moreover, assume that both players in this game are uncertain about nature’s
move in choosing the state. Nevertheless, suppose that both players’ prior beliefs about the states are depicted by the following common set of priors over the states with \( \alpha \in [0.1, 0.9] \):

\[
\mathcal{P} = \{ p \in \Delta(\Omega) : p(\omega_1) = p(\omega_3) = \frac{1-\alpha}{2}, \quad p(\omega_2) = p(\omega_4) = \frac{\alpha}{2} \}.
\]

Like in the framework of Bayesian games, the solution concept proposed here requires that each player’s conjecture regarding the opponents’ choices is correct in the standard sense. Roughly speaking, our solution concept called \( \Gamma \)-maximin equilibrium is defined as a strategy profile such that each player’s strategy is optimal in the sense of maximizing the minimum expected payoff, given the other players’ strategy choices. Clearly, the concept of \( \Gamma \)-maximin equilibrium generalizes the notion of Bayesian Nash equilibrium to games under ambiguity.

Now let us apply the concept of \( \Gamma \)-maximin equilibrium to the game in Figure 3. We can transform the game into an ordinary game in strategic form by calculating each player’s expected payoffs under different strategy profiles using each of her posterior probabilities defined over the state. Given a strategy profile, each player’s payoff generally becomes an interval instead of a precise value. However, it turns out that in this case the players’ payoffs are all determinate and independent of the variable \( \alpha \). By a simple calculation, it follows that this game can be turned into the following \( 2 \times 2 \) game in strategic form.

\[
\begin{array}{ccc}
 & L & R \\
T & 1.6 & 1.0 \\
B & 0.8 & 1.2 \\
\end{array}
\]

State \( \omega_1 \)

\[
\begin{array}{ccc}
 & L & R \\
T & 0.6 & 2.0 \\
B & 0.8 & 1.2 \\
\end{array}
\]

State \( \omega_2 \)

\[
\begin{array}{ccc}
 & L & R \\
T & 1.1 & 1.6 \\
B & 1.2 & 0.8 \\
\end{array}
\]

State \( \omega_3 \)

\[
\begin{array}{ccc}
 & L & R \\
T & 2.1 & 0.6 \\
B & 1.2 & 0.8 \\
\end{array}
\]

State \( \omega_4 \)

It is obvious that this game can be easily solved by strict dominance, which leads to a unique solution, namely, the strategy profile \((T, L)\). Hence, this is the unique \( \Gamma \)-maximin equilibrium for the incomplete information game under ambiguity in Figure 3 where its corresponding outcome is \((1,3,1)\). One may notice that the principle of \( \Gamma \)-maximin does not play a role in solving this specific game. It is thus worthwhile to point out that this is not generally true for incomplete information games under ambiguity, since the payoffs would typically form intervals. As we shall see in the next example, the game is solved by explicitly applying the idea of \( \Gamma \)-maximin.

It has already been demonstrated that in single-agent decision problems a non-expected utility decision maker, especially a \( \Gamma \)-maximin decision maker, may prefer less information to more\(^7\). Thus one should expect that a similar phenomenon would arise in incomplete information games under ambiguity. In the following, we present a case where a \( \Gamma \)-maximin player would rationally pay not to receive cost-free information, which is exactly in the same spirit as the negative result presented in the previous section.

In order to draw the needed contrast with the game in Figure 3, we consider a situation in which player 2 has more information and player 1 knows that fact. In this sense, we follow exactly the same construction as Osborne has proposed for the Bayesian case.

**Example 3.2.** Consider the game structure shown in Figure 5, which is similar to the game in Example 3.1. Likewise, assume that both players’ prior beliefs about the states are represented by the same set of priors over the states given in Equation [1]. As opposed to the previous case, we assume in this game that player 1 learns more information about the state, whereas player 2 does not. To be more specific, player 1 may receive two signals; when player 1

\(^7\)See Wakker (1988), Seidenfeld (2004) and AI-Najjar and Weinstein (2009) for various examples that illustrate this point.
gets one of the signals, she knows that the state is either \( \omega_1 \) or \( \omega_2 \); when she gets another signal, she knows that the state is either \( \omega_1 \) or \( \omega_3 \). Formally, player 1’s signal function can be defined as follows: \( \tau_1(\omega_1) = \tau_1(\omega_2) = t_1 \) and \( \tau_1(\omega_3) = \tau_1(\omega_4) = t_2 \). By contrast, player 2’s signal function is given as follows: \( \tau_2(\omega_k) = t_2 \) for \( k = 1, 2, 3, 4 \). This indicates that player 2 receives a single signal in the interim stage.

Similarly, we want to solve this incomplete information game under ambiguity by considering the concept of \( \Gamma \)-maximin equilibrium. However, it is important to remark that, as opposed to the notion of Bayesian Nash equilibrium, this solution concept is sensitive to whether we solve the game from an \textit{ex ante} or \textit{interim} perspective. It is important to note that the \textit{ex ante} and interim \( \Gamma \)-maximin equilibrium may lead to rather different solutions to the same incomplete information game under ambiguity, since the normal form and extensive form of a decision problem are not equivalent under \( \Gamma \)-maximin. Here we shall only focus on the concept of interim \( \Gamma \)-maximin equilibrium, which can be regarded as a direct generalization of interim Bayesian Nash equilibrium.

Before introducing this interim solution, we need to specify how the players would update their beliefs upon receiving new information, which is critical for determining players’ expected payoffs in the interim stage. The updating problem lies at the heart of the theory of incomplete information games. In the framework of Bayesian games, it is widely accepted that Bayes’ rule provides a convenient and useful way of revising players’ initial beliefs in the light of new information. On the contrary, there has been little agreement in the literature on how to update one’s beliefs in the presence of ambiguity as new information is gathered.

Nevertheless, the so-called \textit{full Bayesian updating rule} is often regarded as the straightforward generalization of Bayes’ rule to the context of imprecise probabilities. Thus we will apply this rule to incomplete information games with the modeling of uncertainty through sets of probabilities.

Given player 1’s private information, the set of posterior probabilities can be derived from the set of priors by applying the full Bayesian updating rule:

\[
\mathcal{P}(\cdot | t_1) = \{ p \in \Delta(\Omega) : p(\omega_1) = 1 - \alpha, p(\omega_2) = \alpha \}
\]

\[
\mathcal{P}(\cdot | t_2) = \{ p \in \Delta(\Omega) : p(\omega_3) = 1 - \alpha, p(\omega_4) = \alpha \},
\]

where \( \alpha \in [0.1, 0.9] \). And it is clear that player 2’s initial beliefs about the state would remain unchanged. Moreover, note that player 1’s payoffs to some strategy profiles depends upon the value of \( \alpha \) and thus become intervals. This stands in direct contrast with the game in Figure 3.

Similarly to the notion of interim Bayesian Nash equilibrium, the concept of interim \( \Gamma \)-maximin equilibrium requires that each type of each player chooses a strategy that maximizes her minimum \textit{interim expected payoff} given the strategies chosen by the other types of every other player. We claim that this game has a unique interim \( \Gamma \)-maximin equilibrium in pure strategy, namely, the strategy profile \((B, B), R)\). To see this, note that for each type of player 1 the action \( B \) always yields a higher minimum expectation than \( T \) does, no matter whether player 2 chooses \( L \) or \( R \). Thus, player 1 should choose to play the strategy \((B, B)\). Given such a conjecture, player 2 should respond optimally by playing \( R \). Importantly, observe that this unique equilibrium yields type \( t_1 \) of player 1 an expected payoff of 1.2

In fact, this game has no other interim \( \Gamma \)-maximin equilibrium in mixed strategy. For the current purpose, however, the notion of interim \( \Gamma \)-maximin equilibrium in pure strategy is sufficient. Moreover, one can easily verify that this equilibrium cannot be justified a Bayesian Nash equilibrium using any element of the set of priors.

\[\text{Figure 5: The second incomplete information game under ambiguity}\]

\[\begin{array}{c|cc}
\text{State} & T & L \\
\hline
\omega_1 & 1.6, 1 & 1, 0 \\
& 0.8, 0 & 1.2, 1 \\
\omega_2 & 0.6, 1 & 2, 0 \\
& 0.8, 0 & 1.2, 1 \\
\end{array}\]

\[\begin{array}{c|cc}
\text{State} & T & L \\
\hline
\omega_3 & 1, 1 & 1.6, 0 \\
& 1.2, 0 & 0.8, 1 \\
\omega_4 & 2, 1 & 0.6, 0 \\
& 1.2, 0 & 0.8, 1 \\
\end{array}\]

\[\text{Common knowledge, ambiguity, and the value of information in games}\]
and type \( t'_1 \) of player 1 an expected payoff of 0.8, both of which are less than the payoff in the unique \( \Gamma \)-maximin equilibrium of the game in Figure 3.

Now if player 1 has an initial choice between the game in Example 3.1 and the game in Example 3.2, player 1 strictly prefers to play the former one in which player 1 has no information about the state. In other words, player 1 assigns a negative value to the information that she may receive in the latter game. Unsurprisingly, then, this example demonstrates that the phenomenon of the negative value of information would arise in the context of incomplete information games under ambiguity. In this sense, such a phenomenon is indeed robust with respect to extensions of Bayesian games using certain classes of non-expected utility models.

In view of the analysis in Section 2 one may think that this is due to the same fact that act-state dependence obtains in this sequential problem. This is correct to some extent, since player 1’s new information about the state does have a strategic impact on her conjecture about player 2’s strategy choice. As we shall see in the next section, however, act-state dependence is not the key factor that accounts for this negative result in games under ambiguity. The use of imprecise probabilities to represent uncertainty in games actually introduces additional complexity to the value of information in games.

4 Negative Value of Information without Common Knowledge

In this section we consider a variant of the game in Example 3.2 where the assumption of common knowledge is slightly weakened, and demonstrate that the conclusion of the previous section still holds even if some player has more information that is not commonly known to the other players. Then, on the basis of previously known results from decision theory, we provide a more in-depth account of the nature of the negative value of information in incomplete information games with and without ambiguity.

As we announced, we reexamine the information value problem in games by comparing the game in Example 3.1 with a game where player 1 has more information but player 2 is not informed of this fact. Similarly, the construction of the latter game is deliberately designed to eliminate the strategic effects caused by common knowledge of new information.

Example 4.1. Consider a slightly modified version of the incomplete information game under ambiguity introduced in Example 3.2. The modified game is very similar to the one in Figure 3 except that player 2’s belief about player 1’s information in the interim stage does not match up with the actual information possessed by player 1. More precisely, we assume here that player 1 obtains more information about the state, but that is not revealed to player 2. Instead, player 2 still thinks that player 1 holds the same belief as in the ex ante stage.

It is worth emphasizing that the fundamental difference between Example 3.2 and the current example lies in the question of whether or not player 2 knows the fact that player 1 has more information about the state in the interim stage. As we have seen, such a modification has a profound impact on the solution to the games, which in turn substantially changes the analysis of the information value in games.

In a similar fashion, we propose to solve this game by demanding only that the strategy chosen by each player is optimal in the sense of maximizing the lower expectation on the basis of her information about the state and the other players’ strategy choices. In contrast with \( \Gamma \)-maximin equilibrium, this notion does not impose the consistency requirement on each player’s conjectures about the other players’ strategy choices, since some player may not have all the information about the opponents’ characteristics. For instance, in the current example, the fact that player 1 learns more information about the state is not available to player 2. For this reason it is not surprising to see that some player may hold a belief that is inconsistent with the opponents’ actual behavior. In light of such a weakening of the common knowledge assumption, however, it seems quite reasonable to require each player to justify the strategy choice on the grounds of information that is available to her.

We first argue that player 2 should choose to play \( L \). The argument goes like this. In this case, player 2 still believes that neither player obtains any further information about the state, and both of them employ the same set of priors \( \mathcal{P} \) to represent their uncertainty about the state. Given such a belief, player 2 will then think that the game can be transformed into the strategic form game depicted in Figure 4 which is solvable using strict dominance. Player 2 would thus expect player 1 to select \( T \) and then choose to play her unique best response \( L \).

Second, we claim that player 1’s optimal strategy is \((B,B)\). Unlike player 2, player 1 not only has more information about the state in the interim stage, but also knows that player 2 does not learn of this fact. Based on her private information, player 1 can reason as follows. As noted before, the action \( B \) always gives player 1 a higher minimum expected payoff than \( T \) does, regardless of the action chosen by player 2. Thus, the optimal choice for player 1 is to choose the strategy \((B,B)\). We should also remark that, according to \( \Gamma \)-maximin, player 1’s strategy \((B,B)\) is optimal as well given player 2’s choice of \( L \). This means that player 1 does not want to alter her choice, even though she can expect that player 2 will choose to play \( L \) instead of the equilibrium strategy \( R \). Importantly, note that under the specified optimal plays for both players, the payoffs to two types of player 1 are 0.8 and 1.2 respectively.
We now turn our attention to the question of whether player 1 prefers more information to less without the common knowledge assumption. Suppose that player 1 is presented with the following sequential problem: First, decide whether to play the game in Example 3.1 or instead to play the game in Example 4.1 and then enter the selected game. What would be player 1’s initial choice? Our foregoing analysis of these two games suggests that the initial choice for player 1 is to play the game in Figure 3 in which player 1 has no information about the state. That is, player 1 would rationally pay to avoid learning more information about the state in this case. Thus, the same phenomenon occurs again in the presence of ambiguity, even if player 2 is assumed to not know the fact that player 1 has more information. In contrast to the Bayesian case, one cannot explain away this counterintuitive result by weakening the assumption of common knowledge.

Let us reflect on this negative result obtained in games under ambiguity. First, it is important to note that the relaxation of the common knowledge assumption does block the kind of strategic effects caused by new information. For instance, player 2’s strategy choice in the game of Example 4.1 is not affected by player 1’s extra information about the state, since player 2 does not learn that fact. In this respect, the current case is quite similar to the Bayesian game. It thus follows that act-state dependence does disappear when we restrict player 2 from knowing that player 1 has more information. In the absence of act-state dependence, we still infer that player 1 strictly prefers less information to more when ambiguity is present. Taken together, it suggests that there must be something other than act-state dependence, which leads to the undesirable result of the negative value of information in games under ambiguity.

A natural question then arises: What is the real reason behind this counterintuitive result? To address this question, we first point out a distinctive feature of the game introduced in Example 3.2 by comparing the two sets of probabilities that are used to represent player 1’s prior and posterior beliefs about the state. At the beginning of the game, player 1’s belief about the state is represented by the set $\mathcal{P}$ as depicted by Equation (1). By contrast, upon arrival of new information player 1 changes the probabilities by applying the full Bayesian updating rule, which gives rise to the sets $\mathcal{P}(\cdot | t_1)$ and $\mathcal{P}(\cdot | t_1')$. Observe that the prior probability interval for event $\{\omega_1, \omega_2\}$ is strictly contained within its conditional probability interval given by $\mathcal{P}(\cdot | t_1)$. Intuitively, this means that player 1’s probability judgment about the event $\{\omega_1, \omega_2\}$ becomes more imprecise after she observes $t_1$. We can say the same thing about the probability interval for $\{\omega_2, \omega_3\}$. In a similar fashion, the same facts can be reported regarding player 1’s probability estimates for these events in the case that $t_1'$ is observed. We can thus conclude that player 1’s probability intervals for nature’s choice of the state become wider, regardless of the signal revealed to her. Such a phenomenon is called 
\textit{dilation of sets of probabilities}.

Intuitively, one may expect that one’s probability interval for some hypothesis should become narrower after learning the outcome of some experiment. Contrary to common sense, when dilation obtains, the probability interval actually expands, no matter what the outcome is. It is not surprising to find that a $\Gamma$-maximin decision maker may refuse to learn new information when dilation is present. Because the agent becomes more uncertain, no matter what the outcome of the experiment is. In single-agent decision problems, $\Gamma$-maximin requires that a decision maker using that decision rule should pay to not receive new information whenever dilation occurs.

In the context of games, it is reasonable to expect that this would also arise in the presence of ambiguity if dilation occurs. As explained above, this is exactly what happens in the example of incomplete information games under ambiguity. Hence, it is the phenomenon of dilation, together with the use of $\Gamma$-maximin, rather than act-state dependence that has really driven the result of the negative value of information in games under ambiguity. In addition, it is important to remark that in the presence of dilation the same result holds with or without the common knowledge assumption. This is why we arrive at the same conclusion in both comparisons that player 1 would rather choose the situation in which she does not have more information. As our examples have shown, when considering whether new information has any value in games, act-state dependence is very sensitive to strategic impact whereas dilation does not. In this sense, dilation is more robust than act-state dependence regarding the result about the negative value of information in the context of games under ambiguity.

5 Summary

The discussion here is concerned with the issue of whether the familiar result about the non-negative value of information is still valid under strategic situations. Osborne (2004) has shown that in Bayesian games more information to one player may make her worse off in terms of equilibrium payoffs. This finding raises the concern that a wide variety of game-theoretic models with important economic applications may fail to satisfy a seemingly reasonable requirement on rational choice. In this paper we have re-examined the information value problem in the context of incomplete information games by considering the strategic effect of common knowledge on players’ strategies and also the introduction of ambiguity.

We draw two conclusions from this investigation. First, the role act-state dependence plays in the sequential setting is fundamental to understanding the result that a Bayesian player may rationally pay not to receive cost-free information in strategic interactions. We have argued that the
kind of probabilistic dependence between a player’s initial choice of the games and her probability about the opponents’ strategy choice leads the player to assign a negative value to the information. We have further shown that the non-negative value of information can be restored by weakening the assumption of common knowledge. This is mainly due to the fact that the lack of common knowledge isolates the strategic effect of information on equilibrium play, and thus removes act-state dependence. So this result lends an additional support for our account of the result of the negative value of information in Bayesian games.

Second, in the presence of ambiguity, more information may also damage the player who holds it, thereby implying a negative value of information. Yet, we should emphasize that the negative value of information can occur in the context of incomplete information games under ambiguity, even if we isolate the effect of act-state dependence by relaxing the common knowledge assumption. Unlike what happens in Bayesian games, in this case the result about the negative value of information still holds true mainly due to dilation of sets of probabilities. The upshot is that, within the generalized game-theoretic framework that allows for the modeling of uncertainty through sets of probabilities, one needs to pay attention to both the strategic effect of common knowledge and the role of ambiguity in order to respect the value of information.
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