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We introduce the notion of flipping times for impre-
cise continuous-time birth-death processes, show how
to obtain them, and explain how they lead to new
computational methods.

The Precise Case Consider a continuous-time
Markov processes where, at any time t, the stochastic
matrix of the process P; is derived from a transition
rate matrix ). When @ is bounded, P; satisfies the
Kolmogorov backward equation
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If we let fi(x) = Ei(f|Xo = ), with f a real-valued
function on the finite state space X and x € X’ an ini-

tial state, then we can rewrite Equation (1) as follows:
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Combined with the boundary condition fo = f, the
unique solution of Equation (2) is f; = eQ!f.

Instead of considering a time-invariant (), we can also
let Q; be a function of the time ¢. In that case, Equa-
tion (2) can be rewritten as

%ft = Q4 f+. (3)

In general, Equation (3) has no analytical solution.

The Imprecise Case We focus on the case where
every state in X := {0,..., L}, has an interval-valued
birth and/or death rate. The transition rate matrix is
then a tridiagonal matrix of the form
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where, for all i € {0,...,L —1} and j € {1,..., L},
Ai € [A A and p; € [, 7i]. We use Q to denote the the

set that consists of all these transition rate matrices.

At any time ¢, the only assumption we make about
@: is that it is an element of Q. Every such possi-
ble choice of non-stationary transition rate matrices
will, by Equation (3), result in a—possibly different—
solution f;. Our goal is to calculate exact lower and
upper bounds for the set of all these solutions f;, as
denoted by f, and zt; we focus on the lower bound
here. As proved by Skulj [1], f, is the solution to
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with boundary condition f, = f. If Qis the con-
vex hull of a finite number of extreme transition rate
matrices—as in our case—then since the solution to
the above differential equation is continuous, we find
that there must be time points 0 =ty < t; < ... <
t; < tiy1 <...such that, for all t € [t;,t;11], the mini-
mum in Equation (4) is obtained by the same extreme
transition rate matrix Q; € Q. We call these time
points t; flipping times. The differential equation (4)
is then piecewise linear, and the solution is therefore
given by
it — Qi(t=t:) Qi1 (ti—ti—1) te(tz—h)er(h)‘ﬂ

for t € [t;,t;+1]. The difficult part is now to find
the flipping times ¢; and the corresponding extreme
transition rate matrices @Q;. We provide computational
methods that are able to do so.
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